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1Environment Canada, Dorval, Quebec, Canada
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ABSTRACT This paper describes the integrated suite of Lagrangian transport and dispersion models in
operation at the Canadian Meteorological Centre. These models have been in use for several years and are
applied to many types of environmental emergencies covering spatial scales from the very local to the global.
The Modèle Lagrangien Courte Distance (MLCD) is used for atmospheric spills of the order of a few kilometres.
The Modèle Lagrangien de dispersion de particules d’ordre 1 (MLDP1) is normally used for events affecting
areas less than 100 km; Modèle Lagrangien dispersion de particules d’ordre zéro (MLDP0) is used for events
of continental and global consequences. The Modèle Lagrangien dispersion de particules mode
mixte (MLDPmm) alternates between first-order and zeroth-order depending on criteria specified by the user.
The theoretical bases of the models are presented, and the main algorithms used in their implementation are
discussed. Modelling of the diffusion processes is based on a stochastic differential equation with the assumption
of quasi-stationary Gaussian turbulence, locally homogeneous in the horizontal. The practical aspects of the
operational implementation are also described. Using these models, results from simulations of real cases on
scales ranging from the very local, to a few kilometres, to regional (approximately 100 km) to continental
(approximately 1000 km) and to global (approximately 10,000 km) are compared and validated with available
observational data.

RÉSUMÉ Cet article décrit l’ensemble des modèles lagrangiens de transport et dispersion en exploitation au
Centre météorologique canadien. Ces modèles sont employés depuis plusieurs années pour répondre à différents
types d’urgences environnementales se produisant de l’échelle très locale jusqu’à l’échelle globale. Le MLCD
(Modèle Lagrangien courte distance) est utilisé lors de déversements atmosphériques s’étendant sur quelques
kilomètres. Le MLDP1 (Modèle Lagrangien de dispersion de particules d’ordre 1) est habituellement utilisé
pour des évènements pouvant affecter des régions de dimensions inférieures à 100 km. Le MLDP0 (Modèle
Lagrangien de dispersion de particules d’ordre 0) est utilisé pour des évènements ayant des conséquences
continentales ou globales. Dans le MLDPmm (Modèle Lagrangien de dispersion de particules mode mixte), il
y a alternance entre l’ordre zéro et l’ordre 1, selon des critères spécifiés par l’utilisateur. Les bases théoriques
de ces modèles sont présentées, et les principaux algorithmes employés pour leur application sont examinés. La
diffusion y est modélisée à l’aide d’une équation différentielle stochastique qui suppose une turbulence quasi-
stationnaire, gaussienne, et localement homogène dans l’horizontale. Les aspects pratiques de l’implémentation
opérationnelle sont décrits. Des résultats de simulations pour des incidents réels ayant des échelles très locales,
quelques kilomètres, régionales, !100 km, continentales, !1000 km, et globales, !10000 km, sont montrés et
comparés aux observations disponibles.

KEYWORDS atmospheric dispersion; Lagrangian modelling; turbulent mixing; inverse dispersion modelling;
emergency response

1 Introduction

The Canadian Meteorological Centre (CMC) is part of the
Meteorological Service of Canada and is responsible for pro-
viding guidance on the transport and dispersion of dangerous
substances released suddenly into the atmosphere. The various
national and international environmental emergency response

mandates assumed by the CMC cover scales ranging from the
very local, to a few kilometres, to continental, and to global.
For example, CMC provides guidance on the atmospheric dis-
persion of radioactive material in the framework of the Federal
Nuclear Emergency Plan (FNEP) (Health Canada, 2014). The
CMC also holds the following international designations:
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(1) Volcanic Ash Advisory Centre (VAAC) Montreal through
the International Civil Aviation Organization (ICAO, 2004)
and (2) Regional Specialized Meteorological Centre
(RSMC) Montreal through the World Meteorological Organ-
ization (WMO) and the International Atomic Energy
Agency (IAEA) (WMO, 2010, updated 2012).
To fulfill these mandates, an integrated suite of Lagrangian

transport and dispersion models has been developed and
implemented. These dispersion models have been used on a
regular basis for several years in VAAC Montreal and
RSMC Montreal to predict and track volcanic ash and gas
(e.g., D’Amours et al., 2010; Simpson et al., 2002; Witham
et al., 2007) as well as radioactive material released by
nuclear accidents or tests (e.g., Becker et al., 2007; Draxler
et al., 2015). The models are important tools for the contri-
bution of the CMC to the Canadian response to nuclear emer-
gencies and are regularly used for other environmental
emergencies, such as smoke from forest fires, dust storms,
toxic spills in the atmosphere, and chemical fires (e.g., Joly
et al., 2010). The models can also be applied to the dispersion
of viruses transported on aerosols (e.g., Gloster et al., 2010).
This paper presents the transport and dispersion models in

operation at the CMC. The theoretical bases of the models
as well as the practical aspects of their operational implemen-
tation are described in some detail in Sections 2 to 4. In
Section 5, results from simulations of real cases using these
models are compared and validated with available observa-
tional data.

2 Lagrangian modelling

In the context of Lagrangian modelling, dispersion in the atmos-
phere is estimated by calculating the trajectories of a very large
number of air particles (or fluid elements) in order to adequately
sample the dispersing plume. In general, these particles only
differ from the other fluid elements because they are
“marked.” It is assumed that the marked particles conserve
their identity during their flight. However, they can transport
some amount of material that may be subject to various physical
processes, such as dry deposition, wet scavenging, and radio-
active decay. A particle can also be viewed as representing an
ensemble of real particles. Upon release, it is assigned a mass
that depends on the total quantity of the substance emitted and
the total number of particles released, which has little to do
with the realmass or size distribution of the aerosols represented.
In most applications, especially when considering transport

on a regional or larger scale, the three-dimensional (3D) struc-
ture of the atmosphere and its evolution in time must be taken
into account. For that reason dispersion models are usually
executed with meteorological fields provided by a Numerical
Weather Analysis and Prediction (NWP) system, in an “off-
line” fashion. These fields are available only at specific time
intervals and only at a limited number of discrete points in

space (3D grids). Therefore, many scales of motion are not
resolved. This is especially true of the turbulent components
of the wind which are mostly responsible for the mixing of
air parcels. The information provided by the NWP systems
can be used to estimate at least some of the statistical features
of the unresolved scales and of atmospheric turbulence.
Lagrangian Stochastic Models (LSMs) use a stochastic differ-
ential equation (SDE) to calculate a probable trajectory for a
given particle based on these statistics.

The application of Monte Carlo methods to simulate dis-
persion in simple cases, by calculating the trajectory of
several particles, started in the early 1970s (Thompson,
1971; Thomson & Wilson, 2012). However, the idea of con-
sidering diffusion in the Lagrangian framework goes back to
the beginning of the twentieth century (Langevin, 1908)
and, in the context of atmospheric diffusion, to the 1920s
(Krasnoff & Peskin, 1971; Taylor, 1922). J. D. Wilson, Thur-
tell, and Kidd (1981b) and J. D. Wilson, Legg, and Thomson
(1983) successfully applied Monte Carlo methods to dis-
persion, using a formulation of turbulent motion statistics
based on realistic models of the atmospheric surface layer
for different stability regimes. They compared the results
with data from the Prairie Grass Experiment (Project Prairie
Grass; Barad, 1958). Their model was later formalized by
Thomson (1984, 1987).

3 Accounting for turbulent mixing
a A First-Order Model for the Particle Velocities
Representing the real wind experienced by a particle as
Ui + u′i, where Ui is the resolved or large-scale component
usually provided by the NWPmodels, and u′i is the unresolved
fluctuating part, then the following SDE provides the basis for
the evolution of the unresolved u′i component (J. D. Wilson &
Sawford, 1996):

du′i = ai dt + bij dξj , (1)

where the terms ai and bij (Einstein summation convention is
used) are functions of time and space, and dξj is Gaussian
white noise, with zero mean and (dt)1/2 standard deviation.
The change in the particle’s position is then evaluated:

dxi = (Ui + u′i) dt . (2)

Thomson (1987) discussed possible criteria for the determi-
nation of the ai and bij terms. He recognized that they could
essentially be subsumed under one criterion which he called
“the well-mixed condition (wmc)”: an initially well-mixed
set of particles in a fluid (i.e., they are distributed in phase-
space—position and velocity—as are all the other fluid par-
ticles) will remain well mixed. He also indicated that this cri-
terion did not lead to a unique determination of the ai and bij
coefficients in Eq. (1).†

†Unless it so happens that the model is one-dimensional, or the different velocity fluctuation components are independent.
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Consistency with Kolmogorov similarity theory for locally
isotropic turbulence allows the determination of the bij coeffi-
cients (Thomson, 1987):

bij =
!!!!!
εC0

√
δij , (3)

where ε is the local turbulent kinetic energy (TKE) dissipa-
tion rate, C0 a putatively universal constant, and δij the Kro-
necker delta function.
Neglecting the turbulent velocity covariances, and assum-

ing quasi-stationary Gaussian turbulence, locally homo-
geneous in the horizontal, an expression for the coefficients
ai can be derived:

au = −C0ε
2σ2u

u′ + 1
2σ2u

∂σ2u
∂z

u′(w′ +W) , (4)

av = −C0ε
2σ2v

v′ + 1
2σ2v

∂σ2v
∂z

v′(w′ +W) , (5)

aw = −C0ε
2σ2w

w′ + 1
2σ2w

∂σ2w
∂z

w′(w′ +W) + 1
2
∂σ2w
∂z

, (6)

where the usual 3D definition (x, y, z, u, v,w) is used. The
turbulent velocity variances are σ2u, σ2v , and σ2w and W
represents large-scale vertical motion. The discretized form
of this set of equations constitutes the basis of the first-order
dispersion models implemented at CMC.

b The Random Displacement Model
Dispersion models based on the equations in Section 3a are
called first-order models because they relate to particle vel-
ocities. One of the constraints of a discretized first-order
model is that the time steps must be much smaller than the
Lagrangian time scale for turbulence TL (i.e., the particle vel-
ocity de-correlation time) which can be expressed as 2σ2w/C0ε.
For turbulent eddies generally associated with atmospheric
diffusion, this time scale can be of the order of a minute in
the middle of a fully developed boundary layer (Hanna,
1981) and much smaller close to the ground where TKE dis-
sipation rates can be very large.
Although a first-order LSM is required to properly calculate

the velocity of the particles as they move through the turbulent
eddies, in large-scale dispersion applications one may not be
interested in the precise details of the concentration field
very close to the source. Rodean (1996) derived a Random
Displacement Equation (RDE) by integrating the Lagrangian
stochastic equation (LSE) over a time interval larger than
TL. This can be regarded as taking the diffusion limit of the
first-order LSM (Durbin, 1980). Boughton, Delaurentis, and
Dunn (1987) also emphasized the equivalence of the Eulerian
advection–diffusion equation with the RDE. However, the
connection between the diffusion equation and a random
walk had long been known in physics. Considering the vertical

component, the RDE is written as

dz = ∂Kz

∂z
+W

[ ]
dt +

!!!!
2Kz

√
dξ (7)

Kz = σ2wTL (8)

where Kz represents a vertical diffusion coefficient, W is the
large-scale (synoptic) vertical motion, and dξ again is a Gaus-
sian random number with mean of zero and variance dt.
Because the RDE is applied to displacements, it is called a
zeroth-order equation or model, in contrast to first-order
models. The main advantage of the RDE is that it allows for
longer time steps than the discretized Langevin equation for
particle velocities (J. Wilson & Yee, 2007).

4 CMC’s dispersion modelling suite: MLCD, MLDP1,
MLDP0 and MLDPmm, and the trajectory model

A suite of dispersion model codes for environmental emer-
gency response has been implemented at the CMC. A short-
range model, Modèle Lagrangien Courte Distance (MLCD)
is used for dispersion events having impacts at distances of
one to ten kilometres. The Modèle Lagrangien de dispersion
de particules d’ordre 1 (MLDP1) is mainly used for
regional-scale problems (domains of the order of 100 km or
less), and the Modèle Lagrangien de dispersion de particules
d’ordre zéro (MLDP0) is used for dispersion events having
continental or global impacts. It is possible to switch from
the MLDP1 kernel to the MLDP0 kernel within one simu-
lation based on a criterion such as the age of a particle. It is
also possible to produce simulations in mixed mode, within
the MLDP1 kernel, switching from one mode to another
according to specific criteria, and this is referred to as
MLDPmm. However, the diffusion coefficient in MLDPmm
differs from that of MLDP0.

To minimize the pre-processing of this meteorological
input, the structure of CMC dispersion models is closely
matched to those of the driving meteorological numerical
analysis and forecast models. For example, they operate in
the same vertical coordinate and use the same formulation
for vertical motion; MLDP1 normally uses the NWP TKE.
The meteorological data required to drive the models are pro-
vided by CMC’s NWP system. For the global scale, the data
come from the CMC Global Deterministic Prediction
System (GDPS; Canadian Meteorological Centre, 2013a)
which is based on global 4D-Var data assimilation coupled
to the Global Environmental Multiscale (GEM) forecast
model having a horizontal resolution of approximately
25 km and 79 vertical levels. For the continental scale, the
data are provided by the Regional Deterministic Prediction
System (RDPS; Canadian Meteorological Centre, 2013b),
also based on regional 4D-Var assimilation coupled to a
limited area forecast model with a horizontal resolution of
10 km on a 996×1028 grid and a vertical configuration
similar to that of the GDPS. The GDPS executes twice a
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day, and the RDPS executes four times each day. The CMC
also operates a High Resolution Deterministic Prediction
System (HRDPS; Canadian Meteorological Centre, 2011) at
a horizontal resolution of 2.5 km, on five windows covering
specific sectors of Canada.

a MLCD
The function of the MLCD is to provide a quick estimate of the
dispersion of a plume at local scales that would allow the input
of local meteorological information and observations when
available. The MLCD is also a first-order Lagrangian stochas-
tic model based on the same equations as MLDP1. As well, the
same parameterization is used to estimate the three com-
ponents of the turbulent velocity variance. The meteorological
conditions are assumed to be uniform in the horizontal over all
the MLCD domain. Even though stationarity is an assumption
underlying the Lagrangian stochastic equations used in
MLCD, the meteorology is allowed to change with time pre-
suming, as with MLDP1, that the time scale of these
changes is large compared with the turbulence time scale.
The MLCD is supplemented with an average wind model

needed to generate a vertical wind profile and other parameters
describing the boundary layer (J. D. Wilson & Flesch, 2004).
This profile is obtained by matching the Monin-Obukhov
surface layer profile to a baroclinic Ekman profile in the
upper portion of the boundary layer. The resulting profile is
adjusted—best fitted—to any meteorological information pro-
vided by the user (at least one wind datum). An often-used
procedure is to provide the wind model with a surface wind
observation together with estimates of the horizontal wind in
the upper portion of the boundary layer provided by NWP
models. In that case, estimates of the Monin-Obukhov
length L (defined below) and of the boundary layer height H
have to be provided.

b Estimation of the Velocity Variances for MLDP1
1 USING BOUNDARY LAYER PARAMETERS PROVIDED BY

NWP MODELS

The TKE (denoted by E) provided by the CMC NWP models
represents the sum of all the velocity variances (Bélair,
Mailhot, Strapp, &MacPherson, 1999;Mailhot &Benoit, 1982):

E = 1
2
(σ2u + σ2v + σ2w) . (9)

Therefore, E has to be partitioned into its three components
in order to solve Eqs (4) to (6). Assuming that the horizontal
variances σ2u = σ2v , denoted by σ2uv, the partitioning is done
by calculating ratios (muv, mw) that are applied as factors to
the E provided by the NWP models as follows:

σ2uv = 2muvE (10)

σ2w = 2mwE (11)

with the constraints 2muv + mw = 1 and 2σ2uv + σ2w = 2E
giving

muv =
σ2uv

2σ2uv + σ2w
(12)

mw = σ2w
2σ2uv + σ2w

. (13)

Boundary layer parameterizations suggested by Nieuwstadt
(1984), Weil (1990) and Rodean (1996) are used to estimate
the portion each component contributes to the total variance.
A ratio is calculated and applied as a factor to the TKE pro-
vided by the NWP models.

For the unstable case, when the Monin-Obukhov length
scale L is negative

σ2uv = u2∗ 4.5 1− z
h

( )3/2
+ 0.6 − h

L

( )2/3
[ ]

(14)

σ2w = u2∗ 1.6− z
h

( )3/2
− 3z

L
1− 0.98

z
h

( )3/2[ ]2/3
, (15)

where u* is the friction velocity, z the height above ground,
and h the depth of the boundary layer. For the stable case
where L ≥ 0

σ2uv = 4.5u2∗ 1− z
h

( )3/2
(16)

σ2w = 1.96u2∗ 1− z
h

( )3/2
. (17)

These variances are only used to estimate how the NWP TKE
(denoted here as Ẽ) should be partitioned between the various
components. Using the ratios from Eqs (12) and (13)

σ̃2uv = 2muvẼ (18)

σ̃2w = 2mwẼ. (19)

This is done because it should not be expected that the esti-
mates of E resulting from the sum of the variances given by the
parameterizations will equal Ẽ; however, it is assumed that Ẽ
provides a better representation of the real TKE and, conse-
quently, σ̃2uv and σ̃2w provide a better representation of the
real turbulent wind variances.

2 ESTIMATION OF L AND u*
When Ẽ, the NWP TKE, is not available, for example in diag-
nostic mode where one uses meteorological fields from objec-
tive analyses, the parameterizations of Eqs (14) to (17) are
used directly. In that case L and u* are also needed. Estimates
are obtained from the low level horizontal wind profile,
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assuming that the two lowest levels at which the winds are
available, approximately 10 and 40 m, are within the surface
layer. Following Monin-Obukhov similarity theory, the wind
and potential temperature vertical gradients are expressed in
terms of universal functions ϕm and ϕh of the non-dimensional
height ζ = z/L:

∂U
∂z

= u∗
kz

ϕm
z
L

( )
, (20)

∂θ
∂z

= T∗
kz

ϕh
z
L

( )
, (21)

L = −u3∗θ0/kgQ0 is the Monin-Obukhov length scale, where k
is the von Karman constant, θ0 and Q0 are, respectively, the
potential temperature and kinematic heat flux density very
close to the ground, u* is the friction velocity, and
T∗ = −Q0/u∗; L can also be written as u2∗θ0/kgT∗. There
are no physical theories to help in the formulation of the func-
tions ϕm and ϕh; they have to be determined experimentally.
Based on the Kansas field experiment (Haugen, Kaimal, &
Bradley, 1971), Businger, Wyngaard, Izumi, and Bradley
(1971) obtained the following expressions:

ϕm = (1− 15ζ)−1/4 ζ , 0
1+ 4.7ζ ζ ≥ 0

{
, (22)

ϕh =
0.74(1− 9ζ)−1/2 ζ , 0

0.74+ 4.7ζ ζ ≥ 0

{
. (23)

The formulation for the unstable case, ζ , 0, was later revised
by Dyer and Bradley (1982) to

ϕm = (1− 28ζ)−1/4, (24)

ϕh = (1− 9ζ)−1/2 (25).

Expressing the vertical gradients of U and θ in Eqs (20) and
(21) in terms of finite differences between the two lowest
model levels and using the formulations of Dyer and
Bradley (1982) for ζ ≤ 0 and of Businger et al. (1971) for
ζ . 0, an estimate of u* and T* is obtained by iteration,
using the gradient Richardson number Ri:

Ri = g
θv

∂θv/∂z
(∂U/∂z)2 + (∂V/∂z)2

, (26)

as a first guess for ζ.

c Estimation of the Diffusion Coefficient Kz

The importance of vertical wind shear in horizontal diffusion
is well known (Smith, 1965; J. D. Wilson, Flesch, & Swaters,
1993), and experience has shown that most of the lateral
spread of a plume in the boundary layer results from the com-
bined effects of vertical mixing and vertical wind shear

(Ekman spiral). For that reason, only vertical diffusion is con-
sidered when executing the MLDP0 kernel. According to Eq.
(8), Kz = σ2wTL. In NWP models, Kz is more often written in
terms of a length scale (a mixing length). In CMC NWP
models, Kz is modelled as aλE1/2 where a is a constant, λ a
mixing length, and E the TKE (Bélair et al., 1999).

When available, this vertical diffusion coefficient can be
used. However, this is not usually the case in diagnostic
mode. In MLDP0, Kz is simply calculated using the O’Brien
(1970) function:

K =K(h) + (h− z)
(h− hsl)

[ ]2

K(hsl)− K(h) + (z− hsl)
∂K
∂z

∣∣∣∣∣
hsl

+ 2
K(hsl)− K(h)

h− hsl

[ ]{ }

,

(27)

where hsl ≤ z ≤ h, hsl being the height of the surface layer and
h, the height of the boundary layer. Following Delage (1988),
the height of the first level above ground of the driving NWP
model is taken as the top of the surface layer hsl. At this level
Kz is calculated in terms of a mixing length, stability function,
and vertical shear of the horizontal wind vector U, according
to Delage (1997):

K(hsl) =
(k hsl)2

ϕmϕh

∂U
∂z

∣∣∣∣

∣∣∣∣ (28)

and

ϕmϕh =
β(1+ 12Ri)2 Ri . 0
β(1− 40Ri)1/2 Ri ≤ 0

{
(29)

where Ri is the gradient Richardson number and k the von
Karman constant. The stability functions ϕm and ϕh are iden-
tical to those used in CMC’s GEM model (Mailhot et al.,
1998). The boundary layer height h is provided by the NWP
model or is diagnosed from the wind and temperature fields
as the height at which the bulk Richardson number reaches a
critical value (0.25). In MLDPmm Kz is expressed as σ2wTL.

d Effect of the Vertical Density Gradient in the
Atmosphere
Thomson’s well-mixed condition, mentioned in Section 2,
requires that dispersion models do not change with time, and
the distribution in phase space of tracer particles is initially
distributed like all the other fluid particles in which they are
immersed. The set of stochastic equations shown in Section
3a (Eqs (4) to (6)), will tend to distribute particles uniformly
in the vertical, while the actual atmospheric air density
ρ decreases with height. The net effect would be more tracer
particles relative to the other fluid particles at upper levels
and the reverse at lower levels. The difference may not be
important within a shallow boundary layer but can become
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non-negligible when the top of the boundary layer top is well
over a kilometre. Stohl and Thomson (1999) proposed the
addition of the following term to Eq. (6):

σ2w
ρ
∂ρ
∂z

. (30)

Such a term has been added to MLDP1. A similar correction
was derived for the RDE:

Kz

ρ
∂ρ
∂z

(31)

and has been implemented in MLDP0. In the first-order
model, term (30) is an acceleration that is proportional to the
vertical velocity variance and tends to accelerate the particle
down the density gradient (i.e., downward in the hydrostatic
atmosphere). Term (31) acts as a drift velocity, proportional
to the diffusion coefficient, and also tends to move the particle
downward.

e Horizontal Diffusion
The presence of fluctuations or intermittency at time scales
larger than those of atmospheric turbulence has been under
investigation for some time (Gupta et al., 1997; Hanna,
1986) and has been attributed to horizontal wind fluctuations
of periods of a few hours, also known as meandering. In
order to simulate the average effect of this process, a first-
order Langevin equation has been included, similar to
Maryon (1998):

dum = − um
τm

dt +

!!!!!
2σ2um
τm

√

dξ, (32)

where um is the u component of the meandering velocity, τm
the time scale, and σ2um the variance of these fluctuations.
Here again, dξ is a Gaussian random number with a mean of
zero and variance dt. The v component of the meandering vel-
ocity is modelled with an identical equation. The determi-
nation of τm and σ2um is empirical, and these parameters are
input by the user.

f Dispersion at the Top of and Above the Boundary Layer
Vertical mixing is greatly reduced at the top of the boundary
layer because of the presence of a thermally stable layer
which dampens the turbulence. Although the ground surface
constitutes an absolute boundary, there is no material lid at
the top of the boundary layer to prevent particles from
moving back and forth. The transition zone at the top of the
boundary layer can be very thin but can fluctuate considerably
in space and time (Wyngaard, 2010). Temporal and/or spatial
averaging will depict a layer where exchanges between the

boundary layer and the free troposphere (FT) above occur.
This layer is often called the entrainment zone (EZ) (Crum
& Stull, 1987). Near the top of the boundary layer, the var-
iance of the vertical velocities σ2w decreases as the TKE
decreases. The TKE dissipation rate ε also decreases but
faster than the TKE itself,† so that TL increases. Therefore,
the constraint on the time step is less stringent and particles
could cross the boundary layer top simply because of numeri-
cal effects. Even though there is transport or entrainment
across the EZ, transport resulting strictly from diffusion is
often considered negligible. Particles that would move above
the top are reflected downward (e.g., Stohl, Forster, Frank,
Seibert, & Wotawa, 2005). Such a reflection is implemented
in the MLDP0 kernel and in MLCD. Transfer between the
boundary layer and the FT can occur through other mechan-
isms. For example, particles that were in the FT may
become “entrained” in the boundary layer if it rises above
their vertical position during the simulation; conversely, par-
ticles may be left in the FT if the boundary layer lowers
below their position. Also in MLDP0, the synoptic vertical
motion can move particles across the top of the boundary
layer. In the MLDP1 kernel, there is no imposed reflection
at the top of the boundary layer, and particles follow the trajec-
tories dictated by the 3D winds and the ambient TKE.

There is no dominant mechanism producing mixing in the
FT. Turbulence is rather localized in time and space and can
be generated locally by gravity waves or deep convection.
Very often, substances injected above the boundary layer
travel in fairly well-maintained streams for several days
(Colette, Menut, Haeffelin, & Morille, 2008; D’Amours,
Mintz, Mooney, & Wiens, 2013; Gerasopoulos et al., 2006).
In MLDP0, the vertical diffusion coefficient falls to a very
low threshold value in the FT and the RDE is essentially
turned off. Nevertheless, there can still be a reasonable
amount of dispersion induced by stretching and deformation
in the horizontal wind and by vertical transport associated
with large-scale dynamics. Furthermore there is also the
option of activating the lateral diffusion discussed in Section
4e.

g Near the Surface
1 SURFACE REFLECTION

The average wind vanishes at height z0, the roughness length.
Near this level the length scale of the turbulent eddies
decreases, the TKE dissipation rate ε increases, and the
Lagrangian time scale TL decreases. The problems arising
from the treatment of this boundary condition in the context
of a discretized Langevin equation like Eq. (1) were discussed
in detail by J. D. Wilson and Flesch (1993). Their concept of
an unresolved basal layer (UBL) is used in MLDP1 and
MLCD. A perfect reflection is applied to a particle that
would enter the UBL. Depending on the depth of the UBL,
the particle is required to wait a specified amount of time

†In CMC NWP models ε/ E3/2.
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during which it will drift horizontally in the direction of the
surface layer wind, following the UBL model described by
J. D. Wilson, Flesch, and d’Amours (2001). The height of
the UBL is chosen by the user based on practical consider-
ations, the main one being the length of the time step con-
strained by the Lagrangian time scale.

2 DRY DEPOSITION

Dry deposition is assumed to occur when a particle represent-
ing a tracer that could be absorbed or captured by surface
elements enters the UBL. An absorption probability P is calcu-
lated according to J. Wilson, Ferrandino, and Thurtell (1989):

P = 1− R (33)

R = 1− a
1+ a

; a = π
2

( )1/2 vd
σw

,

where R is the reflection probability, vd is the dry deposition
velocity, and σw the standard deviation of the vertical turbulent
wind component. In MLDP0, σw is approximated in terms of
the variance of the discrete random vertical displacements,
which following the RDE, Eq. (7), is given by:

Δz2 = 2KzΔt

σw ≈
!!!
Δz2

√
Δt =

!!!
2Kz
Δt

√
. (34)

Because a model particle represents an ensemble of particles in
the atmosphere, the modelled effect of dry deposition is to
reduce the particle mass by a fraction given by P. This
process is different from deposition due to gravitational
settling.

h Gravitational Settling
Generally in Lagrangian modelling, the “marked” particles are
not really different from the other fluid elements and they
follow similar trajectories. However, when modelling heavy
particulates subject to gravitational acceleration, the LSE
and RDE are no longer valid. The simplest approach is to
add a gravitational settling velocity Wg to the vertical com-
ponent of Eq. (2) or to the synoptic vertical motion W in
Eq. (7), and to consider that a model particle is an ensemble
of those particulates. This approach is implemented in the
CMC dispersion models.
J. D. Wilson, Thurtell, and Kidd (1981a) proposed a similar

modification to their LSE. They compared their model results
with data from an experiment they performed using mono-
dispersed glass beads and showed that it worked satisfactorily.
J. D. Wilson (2000) reviewed various stochastic models for
heavy particle dispersion, including one based on the modified
RDE, comparing model results with experimental data. The
conclusion was that no significant increase in accuracy is
obtained by using models more complex than Eq. (2) plus

Wg. The model based on the RDE did not perform very well
at distances very close to the release point but was adequate
at distances beyond 200 m.

At CMC, the modelling of gravitational settling is mostly
used for tracking volcanic ash plumes. In that case the settling
velocity of ash particles is simply modelled in terms of Stokes
law for spherical particles following Sparks et al. (1997,
p. 384):

Wg =
gρashd

2

18νρair
, (35)

where g is the acceleration due to gravity, ρash and ρair are,
respectively, the ash and air densities, d is the diameter of
the spherical ash particle, and v is the air kinematic viscosity.
Because the size distribution of the ash particles is highly
dependent on the magma characteristics and the eruption
type, a few empirical distributions, such as those proposed
by Durant and Rose (2009), are available to the user.

i Wet Scavenging Radioactive Decay
In CMC’s dispersion models the removal of aerosols by
clouds and precipitation is modelled in a rather crude
fashion because a good specification of the 3D precipitation
rate fields is seldom available in diagnostic mode, especially
over the oceans. Simply, wet scavenging occurs when a par-
ticle is presumed to be in clouds. The fractional cloud cover
fc is estimated with a simple function of the local relative
humidity U and a threshold value U0:

fc =
0 U , U0

U − U0

1− U0
U ≥ U0

⎧
⎨

⎩ . (36)

The tracer loss rate experienced by a fluid element is pro-
portional to the cloud fraction and the particle tracer mass mp:

∂mp

∂ t

∣∣∣
ws

= −( fcws)mpt , (37)

where ws is an empirical wet scavenging factor.
A more realistic physical parameterization (Feng, 2007) can

be activated when precipitation rate fields are available.
Tracer loss rate resulting from radioactive decay is calcu-

lated using the standard formulation:

∂mp

∂ t

∣∣∣
r
= −ln(2) mp

t
t1/2

, (38)

where t1/2 is the half-life of the tracer species characterizing the
particle and mp its mass. The fate of the elements resulting
from the decay is not modelled. The possible in-growth
from the decay of other radioactive tracers is also not taken
into account.
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j Concentration Estimation
Although LSMs yield particle trajectories, it is concentration
fields and concentrations at specific locations that are
needed most of the time. Assuming that the particle “mass”
is given by mp, an estimation of the concentration field is
obtained by counting the number of particles in each of the
cells of a 3D array covering the domain of interest. The con-
centration at point r is simply:

c(r, t) = 1
δVs

∑

pεδVs

mp(r, t), (39)

where δVs is the volume of the cell centred on r. A justification
of this approach is given in Appendix A.

k Inverse Modelling
Flesch, Wilson, and Yee (1995) discussed the implementation
of a backward first-order LSE for the estimation of source of
emission characteristics from concentrations. J. A. Pudykie-
wicz (1998) developed the adjoint operator of a Eulerian
advection–diffusion model for similar applications. It turns
out that the adjoint of the Eulerian advection–diffusion
equation and of the equivalent Lagrangian random displace-
ment model, Eq. (7), is simply the forward equation with the
average or synoptic wind reversed. Diffusion and removal pro-
cesses are treated the same as in forward mode.
An inverse version of MLDP0 has been developed and is

used to support the operations of the Comprehensive
Nuclear-Test-Ban Treaty (CTBT) Organization (WMO,
2010, updated 2012, Appendix I-6, Appendix II-9). The
results of adjoint or inverse models are often referred to as
Source Receptor Sensitivity (SRS) coefficients (Wotawa
et al., 2003). Simply put, the SRS coefficients are a measure
of the amount of air transported from a given region of the
atmosphere (a possible source location) into the sampler
where the concentrations are measured.

l The Trajectory Model
In some cases, however, one is simply interested in visualizing
the tracks of a few large air parcels. A simple and fast trajec-
tory calculation module was implemented for that specific
purpose. Again, it is assumed that the identity of the air
parcels is preserved as they move with the wind and that
they are not affected by any other processes. The change in
the position of a given air parcel is obtained by integrating
its velocity in time:

Δr =
∫t0+Δt

t0

V(r, t)dt (40)

whereV(r, t) represents the 3D wind velocity. The time discre-
tization is carried out using a Runge-Kutta algorithm. Because
of the fourth-order accuracy of this scheme, it is possible to use
a large time step. Usually it is chosen as the time interval at

which the 3D wind fields are provided—one to six hours.
Because the resulting horizontal finite displacements can be
relatively large, and they are calculated on the sphere, some
care must be used in their estimation. Because of its very
basic approach, it is difficult to objectively evaluate a trajectory
model. Nevertheless, the CMC trajectory model has been used
extensively over the years in various contexts (e.g., Mercier
et al., 2009) and its usefulness amply demonstrated.

5 Validation
a Validation of MLCD for Local Dispersion with the
Gentilly SF6 Tracer Experiment
Most short-range dispersion tracer experiments are performed
under ideal conditions (e.g., Project Prairie Grass; Barad,
1958) and often in controlled wind tunnel experiments
(Legg, Raupach, & Coppin, 1986). The algorithms used in
the short-range dispersion module MLCD have been well
tested using data from such experiments (e.g., J. D. Wilson
et al., 1993, 1981a).

A short-range tracer experiment was performed in Septem-
ber and October 1997 on the grounds of the Gentilly Nuclear
Power Plant, on the east shore of the St. Lawrence River, with
controlled releases of sulphur hexafluoride (SF6). Details of
the experiment are given in Davis, Johnston, Workman, and
Chouhan (unpublished manuscript). The site is reasonably
representative of the complex geometry usually found in
large industrial compounds. The tracer gas was released
from a stack on top of the service building of the power
plant at a height of 37 m above ground. Average tracer con-
centrations at each sampler for the first four releases were

Fig. 1 Global scatter diagram: MLCD modelled versus observed volume
mixing ratios. There are 81 data points. The Pearson linear correlation
coefficient is 0.88.
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Fig. 2 Average observed and MLCD modelled concentrations for each release and arc. The sampler numbers increase from right to left in order to reflect their
approximate east to west disposition, the plumes going generally from north to south. In trial 4 the wind was more or less along the St. Lawrence River.

184 / Réal D’Amours et al.

ATMOSPHERE-OCEAN 53 (2) 2015, 176–199 http://dx.doi.org/10.1080/07055900.2014.1000260
La Société canadienne de météorologie et d’océanographie

D
ow

nl
oa

de
d 

by
 [E

nv
iro

nm
en

t C
an

ad
a 

Li
br

ar
y 

Se
rv

ic
es

 / 
O

ffe
rt 

pa
r l

es
 S

er
vi

ce
s d

e 
bi

bl
io

th
èq

ue
 d

'E
nv

iro
nn

em
en

t C
an

ad
a]

 a
t 1

1:
16

 2
9 

Fe
br

ua
ry

 2
01

6 



made available for the validation of MLCD. Table 1 shows the
duration and the rates of the releases. For each release, the
layout of the samplers was rearranged according to the mean
wind direction. The samplers were placed on two arcs about
500 and 1000 m from the release, near the ground; 15-
minute averages of wind speed and direction and of air temp-
erature, measured routinely at 10, 37 and 48 m heights, were
used as meteorological input to MLCD. The height of the
boundary layer was estimated by Davis et al. (unpublished
manuscript), and the Monin-Obukhov length scale L was eval-
uated from the tower measurements (see Appendix B).
Figure 1 shows a scatter diagram of the modelled versus

measured average concentrations. In total 81 measurements
were available, out of a possible 86; five were not available
for technical reasons. The Pearson linear correlation coeffi-
cient for the total set is 0.88; 65% of the modelled concen-
trations are within a factor of two of the observations, and
87% within a factor of five.
Figure 2 allows a more direct comparison of the average

modelled and observed concentrations at each sampler along
the different arcs. The model is quite successful at positioning
the axis of maximum concentrations and at depicting the
lateral extent of the plume. The concentrations resulting
from the modelling are somewhat overestimated for release
#1. According to Table 1 the thermal stability was quite
high, so a possible explanation could be that there was
excess downward mixing in the modelled plume. Release #4
seems to show a somewhat different behaviour of the plume
especially at 1000 m. For this case, the samplers were posi-
tioned on an axis more aligned with the shore of the
St. Lawrence River. Even though the winds observed at the
tower appear quite consistent with those reported at a meteor-
ological station situated on the other side of the river (not
shown here), it is suspected that local wind convergence
induced by the roughness change between the land and
water might have induced a pull of the plume towards the
river, causing more lateral spread in the plume than the
model could simulate.

b Short-to Medium-Range Dispersion: An Accidental
Release of Sulphur Trioxide Near Montréal, Canada
Around 22:00 EDT 9 August 2004 (0200 UTC 10 August),
about six tonnes of sulphur trioxide (SO3) were accidentally
released from a chemical factory in Salaberry-de-Valleyfield,
about 50 km southwest of downtown Montréal. The incident
triggered a real-time emergency response from the CMC.

The SO3 escaped through a chimney stack about 80 m high
over approximately a period of 30 minutes. After entering
the atmosphere, the SO3 gases rapidly reacted with the
ambient water vapour to form sulphate aerosols, resulting in
a plume which reached the city of Montréal a few hours
later. A fine mist was observed in downtown Montréal
during the passage of the plume around midnight, and a sig-
nificant increase in particulate matter concentrations (PM2.5)
was observed at some stations in the city’s air quality monitor-
ing network (Paquin & D’Amours, 2005). Because most of the
sulphate aerosols produced in the atmosphere have a diameter
smaller than 1.0 μm (Hazi, Heikkinen, & Cohen, 2003), it can
be safely assumed that the sudden increase in particulate
matter was the result of the SO3 plume. The availability of
these observational data provides an opportunity to evaluate
the performance of the dispersion models.

The intermediate scale of the problem was somewhat pro-
blematic for the operational response. Using the local
MLCD at first appeared to be inappropriate, mainly because
of the uniform horizontal wind field assumption. On the
other hand, it seemed that the spatial scale of the release was
at the resolution limit of the available regional meteorological
fields provided by NWP (15 km grid spacing). In the end,
because the meteorological conditions were estimated to be
fairly uniform in the horizontal over the domain of
concern, it was decided to use MLCD for the initial response.
Figure 3a shows the position of the plume estimated by
MLCD 2.5 h after the start of the release, based on a
prudent original estimate of 10 t for the release provided by
emergency responders. The plume cuts off abruptly at the
northeast end at the edge of the model domain. Figure 3b
shows an MLDPmm simulation after the fact for the same
time, using 6–12 h forecast meteorology from the CMC 15
km regional model in operation at the time, which would
have been available for a real-time response, also using a
revised release of 6 t provided later by plant authorities. In
the MLDPmm configuration, particle trajectories were calcu-
lated with the first-order algorithm, during the first hour after
their release, and with the zeroth-order algorithm afterwards.

Over the island of Montréal, the size and shape of the two
modelled plumes are rather similar, but the slight shift in their tra-
jectories is significant in terms of potential impacts. The
MLDPmm plume sweeps right over the downtown area of the
city, whereas the MLCD plume generally travels over the north-
ern half of the island. Figure 4 shows time series ofmodelled SO3

concentrations in comparison with observed PM2.5 concen-
trations at two downtown air quality monitoring stations. The
timing of the MLDPmm plume passage is very good. The
MLCD plume arrives at the stations about 30 to 45 minutes
early. Concentrations are lower than those ofMLDPmm, reflect-
ing the fact that the brunt of the MLCD plume skimmed by the
two stations. Also, according to the MLCD simulation, stations
AUT and RDP should have seen increased concentrations and
that was not observed. There were no attempts to model the
transformation of SO3 into H2SO4 aerosols or to estimate the
quantity of PM2.5 that could result from the process, so a direct

TABLE 1. Some conditions during the SF6 releases.

Release
Duration

(s)
Release rate
(m3 s−1)

Average Monin-
Obukhov length

scale (m)

Estimated
inversion
height (m)

1 3600 1.67×10−4 203 700
2 3180 5.34×10−4 448 700
3 3600 2.94×10−4 −943 700
4 3600 2.95×10−4 −460 900
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comparison is not possible. However, it is not unreasonable to
assume that the PM2.5 concentrations would be larger than the
un-transformed SO3 concentrations. Therefore, concentrations
produced by the MLDPmm simulation appear quite reasonable.
It also indicates that there is a real benefit to using the full time-
varying 3Dmeteorology, despite the fact that conditions seemed
fairly uniform in space and time during the few hours following
the incident.

c Continental Dispersion: The First Release of the
European Tracer Experiment
Details of the European Tracer Experiment (ETEX) can be
found in Girardi et al. (1998). The first release, ETEX-1,
took place on 23 October 1994. An inert perfluorocarbon
tracer (PMCH) was released from a small chimney (4 m
high) at a constant rate, over 12 hours, starting at 1600 UTC,
in Monterfil in western France. A total of 340 kg of tracer

Fig. 3 Modelled surface concentrations at 00:30 EDT 10 August 2004 (0430 UTC 11 August 2014), 2.5 hours after the start of the release. The point labelled Factory
shows the location of the SO3 release. The other points show the location of the Montréal air quality monitoring stations. Only the downtown stations DRU
and HOC reported PM2.5 concentrations significantly above background levels. The distance between the Factory and SAB is !25 km and between DRU
and HOC about 5 km. The MLCD modelling domain is smaller than the map shown.
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was released and 3-hour average concentrations were
measured at 168 sampling stations for up to 96 hours after
the start of the release. Details of the observational data are
given in Nodop, Connolly, and Girardi (1998).
ETEX-1 had two phases: a real-time phase in which partici-

pants had to respond with forecast wind fields, as if in a real
accident, and the Atmospheric Transport Models Evaluation,
II (ATMES II) in which participants ran their model with
analyzed (diagnostic) meteorology, while having access to
the measured concentration data. Results for the real-time
response can be found in Graziani, Klug, and Mosca (1998)
and a report on the model evaluation study in Mosca, Bian-
coni, Bellasio, Graziani, and Klug (1998). Warner, Platt, and
Heagy (2004) later applied user-oriented measures of

effectiveness (MOE) to the model results of the atmospheric
transport model evaluation study ATMES II. According to
Tables 2 and 3 of that study, the CMC simulations (models
105 and 202) using the Canadian Emergency Response
Model (CANERM), a Eulerian dispersion model, in operation
at the time, (D’Amours, 1998; J. Pudykiewicz, 1989) per-
formed quite well.

The MLDP0, MLDP1, and MLDPmm simulations of the
release used meteorological fields based on a sequence of
short-term forecasts (3 and 6 hours) from the CMC NWP
model, which was executed at 15 km grid spacing over a Euro-
pean domain specially for ETEX. These meteorological fields
were produced for a study by D’Amours (1998). The dis-
persion simulations were executed up to 27 October 1200
UTC, a duration of 92 hours from the start of the release.

Table 2 shows three verification scores for a concentration
threshold of 0.01 ng m−3† based on the Warner et al. (2004)
user-oriented objective MOEs. Calculation details are given
in Appendix C. The objective scoring functions (OSF), the

Fig. 4 Time series of modelled SO3 and observed PM2.5 concentrations at the
two stations reporting concentrations above background levels.

TABLE 2. User-oriented measures of effectiveness for three configurations
of MLDP applied for the ETEX first release. Results obtained by CANERM
for ATMES II are also shown.

Model
Objective score
function (OSF)

Figure of merit in
space (FMS)

Fractional bias
(FB)

MLDP0 0.436 0.530 −0.17
MLDP1 0.407 0.554 −0.13
MLDPmm 0.388 0.570 −0.06
202a 0.419 0.545 —
105b 0.451 0.514 —

aCANERM executed with CMC global meteorological analyses. Results from
Warner et al. (2004), Table 2.
bCANERM executed with ECMWF meteorological analyses, also from
Warner et al. (2004), Table 2.

TABLE 3. 133Xe activity mean release rate for 12 March 0000 UTC to 15
March 1200 UTC.

Type Release rate (Bq h−1)

Sidney Scaled SRS sum 2.4×1018

Vancouver Island tracks 2.0×1018

PNNL Scaled SRS 4.0×1017

Stohl et al. (2012) 1.7×1017

Fig. 5 ETEX global scatter diagram: MLDPmm versus observed concen-
trations. The FA2 and FA5 lines give the limits of the regions
where concentrations are within a factor of two and a factor of five,
respectively, of each other.

†The lowest non-zero concentration available in the observation dataset.
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figure of merit in space (FMS), and the fractional bias (FB)
were calculated. The OSF is a measure of the distance
between the perfect overlap and the actual results. The FMS
gives the ratio of the overlapping stations having concen-
trations above a threshold of interest to the union of the
stations where either the modelling or the observations show
concentrations above that threshold. The target scores are
OSF=0 and FMS=1. If FB=0 then the modelled and observed
plumes are about the same “size,” and a negative FB indicates
a tendency of the model to overestimate the extent of the
plume.
In Table 2, MLDP0 refers to the zeroth-order configuration

of the transport model described in the first part of the paper;

MLDP1 corresponds to the first-order configuration;
MLDPmm corresponds to a mixed mode configuration in
which the particle trajectories were calculated according to
the first-order Langevin equation mode for the first hour
after their release and afterwards, in zeroth-order mode,
using a diffusion coefficient calculated as σ2wTL. For MLDP1
and MLDPmm, the variance of the turbulent wind com-
ponents, σ2u, σ

2
v , and σ2w was estimated by splitting the TKE

provided by the NWP model simulations, as described in
Section 4.2.1.

According to the MOE scores in Table 2, the Eulerian
model based on CMC meteorological analyses produced
better results than when executed with European Centre for

Fig. 6 MLDPmm 3-hour average surface concentrations for six different times. Corresponding 3-hour average observed concentrations are also plotted as coloured
dots, using the same colour pattern. The × symbol, in dark red, on panels (c), (d), and (e) shows the approximate position of Austrian station A04 where only
zero tracer concentrations were observed during the experiment.
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Medium-range Weather Forecasts (ECMWF) meteorological
data. The score of the zeroth-order Lagrangian MLDP0 is
intermediate between models 202 and 105. The first-order
Lagrangian MLDP1 produced better results than the
CANERM and MLDP0. However, it is intriguing to note
that the mixed mode Lagrangian MLDPmm produced the
best results. The reasons for this have not been identified.
Figure 5 shows a scatter diagram of MLDPmm concen-

trations versus observed concentrations. A tendency to overes-
timate in-plume concentrations, also noted in CANERM in
ATMES II, is still present. Figure 6 shows the evolution of
the surface plume produced by the MLDPmm simulations
with a plot of the corresponding observed station concen-
trations. Because the minimum detected concentration was
0.01 ng m−3, only values above 0.05 ng m−3 are shown.
The general evolution of the plume is well depicted, includ-

ing the deformation and stretching that takes place starting 25
October 0000 UTC. The model appears to underestimate the
extreme tail end of the plume as it travels along the North
Sea coastline, over the Netherlands and Denmark, while some-
what overestimating the portion travelling over central
Europe. This can also be seen in some of the time series of
the observed and modelled surface concentrations shown in
Figs 7a and 7b. The timing of the passage of the plume is

very well depicted, even at the extreme edges over Norway
and Romania.

d Global Scale Dispersion: Arrival of the Fukushima
Plume on the North American Coast of the Northwestern
Pacific
The accidental release of radioactive substances from the
Fukushima Daiichi Nuclear Power Plant, following the
tsunami of 11 March 2011, provides a unique opportunity to
test and validate dispersion models against observational
data (Chino et al., 2011; Draxler et al., 2015; Draxler &
Rolph, 2012; Terada, Katata, Chino, & Nagai, 2012). A
low-level radioactive xenon (133Xe) plume was detected
with a high temporal resolution over Sidney, British Colum-
bia, Canada. Radioactive cesium (137Cs) was also observed
but with much lower activity concentrations. Figure 8 shows
a time series of the 133Xe and of 137Cs activity concentrations
observed over Sidney. Measurements of 133Xe were also taken
with an airborne detector, at high spatial resolution, along the
west coast of Vancouver Island (Sinclair et al., 2011). The
plume was also observed in Richland, at the Pacific Northwest
National Lab (PNNL), Washington State (Ian Hoffman, per-
sonal communication, 2011).

Fig. 7 Time series of measured and modelled surface concentrations at three stations near the North Sea coastline that experienced the passage of the ETEX plume
tail end: NL05 (Vlissingen, The Netherlands), DK05 (Hvide Sande, Denmark), and N07 (Stavanger, Norway) and at three stations in central and eastern
Europe: CR03 (Praha, Czech Republic), H01 (Budapest, Hungary), and R02 (Bucuresti, Romania). Note the different scales on the vertical axes.
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The amounts and timeline of the radioactive releases from
Fukushima during the first days after the tsunami hit are still
under investigation; however, several studies on the subject
are available (e.g., Chino et al. 2011; Katata, Ota, Terada,
Chino, and Nagai, 2012; Stohl et al., 2012). To investigate
the effects of the uncertainties in the radioactive emissions, a
series of 133Xe dispersion simulations, based on releases of
one unit per hour over six hours, were conducted for a few
days starting 12 March 0000 UTC. The resulting air concen-
trations from such unit releases can be seen as a measure of
the relative amount of air originating from the source location,
taking into account the effect of radioactive decay. This is

often known as the source-receptor sensitivity factor (SRS)
(Wotawa et al., 2003), or source-receptor matrix (SRM)
(Seibert & Frank, 2004), and also as the transfer coefficient
matrix (TCM) (Draxler & Rolph, 2012).

According to news reports, the tsunami struck the power
plant at 0630 UTC 11 March (Stohl et al., 2012; TEPCO,
2012), and radioactive releases could have started some 15
hours later. Figure 9 shows the Sidney SRS time series result-
ing from a sequence of 6-hour unit emissions, starting 12
March 0000 UTC. Interestingly, all SRS time series show
rather similar patterns, although with different intensities.
The Sidney location shows much reduced sensitivity to

Fig. 8 Time series of 133Xe and 137Cs activity concentrations observed in Sidney, on Vancouver Island, and 133Xe observed at PNNL, Washington State.

Fig. 9 SRS time series for Sidney, Vancouver Island, to 6-hour 133Xe emissions (one unit) from Fukushima. (Top panel) 12 March 0000 UTC to 13 March
1800 UTC, (bottom panel) 14 March 0000 UTC to 15 March 1200 UTC. The location of Sidney can be seen in Fig. 13.
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possible emissions from Fukushima occurring after 13 March
(bottom panel of Fig. 9). These SRSs were combined and
scaled into 133Xe activity concentration as follows. Let Si rep-
resent a given combination of SRSs for observation i, and S
the average of all Si, then:

c̃i = Si
cobs
S

, (41)

where c̃i is the modelled or scaled concentration for obser-
vation i and cobs the average observed concentrations. There

is an implicit source term resulting from the scaling and it
will be discussed further below.

In the top panel of Fig. 10, one can see c̃ resulting from the
simple summation of all scaled SRS time series (Scaled SRS
sum), the green line. In general the model results give more
sharp features than were observed. The time of the plume
arrival, on 19 March, some seven days after the beginning
of the release, is very well captured. There is a double peak
in the first period of elevated activity, which was not observed,
but the timing of the sharp decline at the end of the high
activity period is also well captured. The modelling shows a

Fig. 10 Time series of modelled and observed 133Xe for Sidney, on Vancouver Island. The scaled SRS sum implies a constant emission rate from 12 March
0000 UTC to 14 March 0000 UTC (see Table 3). The lower panel reproduces the concentrations obtained using the Stohl et al. (2012) source term,
with a different axis, on the right-hand side, in order to show the details of the time series more clearly.

Fig. 11 137Cs and 133Xe emission rates used for the MLDP simulations. These rates are based on Terada et al. (2012) and Stohl et al. (2012).
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second relatively intense peak, where a plateau of clearly
above-background activity is seen. The observed timing of
the return to background levels coincides quite well with the
end of the second peak in the modelling. The application of
the Stohl et al. (2012) source term, mapped into 6-hour
average emission rates (dark red line Fig. 11), yields lower
concentrations than were observed by about an order of magni-
tude. The bottom panel of Fig. 10 shows the model response to
the Stohl et al. (2012) source term in more detail; the response
pattern is very similar to that of a uniform release. This indi-
cates that at long range the modelling results are more sensitive
to the transport process than to the details of the release. Since
Stohl et al. (2012) emission estimates are very credible, this
suggests that MLDPmm underestimates concentrations in
Sidney. Possible reasons for this are discussed later.
The SRS time series for Richland, Washington State

(PNNL), scaled into 133Xe activity concentration c̃, in the
same manner as for Sidney, are shown in Fig. 12, along
with observations. The patterns of the model results for
PNNL are very similar to those for Sidney. The Stohl et al.
(2012) source term was also applied to the modelled SRS

(dark red line). The resulting concentrations are much closer
to the observations than with Sidney, and, interestingly, the
observed concentrations are lower than those seen in Sidney.

In Fig. 13, the 133Xe activity concentration measured by Sin-
clair et al. (2011) along thewest coast of Vancouver Island, on 20
March, between 1800 UTC and 1900 UTC (black line with error
bars), can be compared with the scaled model SRSs (red line)
for the same observation points at the same time. The SRSs
from the 6-hour emission runs were combined in the same
manner as for Sidney and were also scaled into activity concen-
trations. At first glance, there does not appear to be much corre-
lation between themodelled and the observed values; indeed, the
linear correlation coefficient is 0.13. However, an inspection of
the lagged cross-correlation (not shown) shows a maximum
of about 0.8 at a lag of about 50 km. The dashed green line in
Fig. 13 displays the model results shifted southeastward by
about 50 km. The correspondence with the observations is
now very good, indicating that the model depicts a real feature
but with a slight displacement error.

Figure 14 illustrates a possible explanation: after being
released from Fukushima, the 133Xe plume becomes stretched

Fig. 12 Time series of modelled versus observed 133Xe activity concentration, Richland, Washington State, shown as PNNL in Fig. 13.

Fig. 13 Modelled (see text) and observed 133Xe activity concentration along a track on the west coast of Vancouver Island. The track location can be seen on the
map in Fig. 13.
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into relatively thin filaments around a developing low pressure
system moving across the Pacific Ocean. These filaments
seem to keep their identity because of reduced mixing when
travelling over cold Pacific waters, and apparently it is their
passage that results in the sharp features observed on Vancou-
ver Island and in Richland.
Table 3 shows the different implied 133Xe source terms in

the scaling used for Figs 10 to 12, as well as the Stohl et al.
(2012) source term, for 12 March 0000 UTC to 15 March

1200 UTC. The agreement between the estimate for PNNL
and Stohl et al. (2012) is quite good, but there is an order of
magnitude difference with those for Vancouver Island.

Figure 14 shows that the particle plume became quite mixed
over Richland, after moving inland. There is not as much
mixing near Vancouver Island, so a possible explanation
would be that, although the model is able to simulate the
sharp features associated with the filamenting, the model
filaments are still not dense enough near the British Columbia

Fig. 14 Position of model particles 20 March 1800 UTC resulting from a continuous emission from Fukushima from 12 March 0000 UTC to 13 March 0000 UTC.
Only particles in the lower 2000 m layer are shown. The aircraft tracked from SE to NW over a distance of about 350 km.

Fig. 15 Time series of modelled and observed 137Cs for Sidney, Vancouver Island. The emission rates used are those of Terada et al. (2012) shown in Fig. 11.
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coast resulting in an underestimation of the in-plume
concentration. In other words, the model tends to dilute the
dense filaments a little too soon, before they hit the coastal
regions.
Figure 15 shows results of a simulation from MLDP0 for

137Cs using the Terada et al. (2012) source term shown in
Fig. 14. There is a reasonable amount of similarity between
the modelled 137Cs time series and that of 133Xe. There is a
double peak associated with the first activity period,
between 19 and 22 March. There is also a second peak,
between 23 and 27 March, which correlates well with the
observed second period of elevated activity. Interestingly,
aside from a small spike around 1200 UTC 12 March, the
strongest emissions occur between 1200 UTC 14 March and
1200 UTC 15 March. Even though the SRSs shown in Fig. 9
are for 133Xe, they are an indication that the second 137Cs
plume seen in Sidney on 24–25 March, was the result of the
elevated emissions on 14–15 March, whereas the first plume
observed on 19–20 March would have resulted from the

much smaller emissions on 12 March. One could wonder
why MLDP0 results are in fairly good agreement with 137Cs
observations in Sidney when MLDPmm underestimates
133Xe at the same location. Results of 133Xe simulations
with MLDP0 (not shown) do not underestimate the concen-
trations in Sidney as much as MLDPmm does; however,
those at PNNL are overestimated. The reasons for this were
not investigated in depth, but appear to be related to the
“lid” condition at the top of the boundary layer imposed on
MLDP0 (Section 4.6).

e Inverse Modelling with ETEX
Results from inverse modelling can only be validated
indirectly. A good measure would be the usefulness of the
simulations in estimating the characteristics of a possible
source of emission of a tracer, given a set of concentration
measurements. Yee, Lien, Keats, and D’Amours (2008) used
results from MLDP0, executed in inverse mode for the

Fig. 16 Fields of Regard (FOR) for two stations that (a) clearly saw above-background tracer concentrations and (b) did not measure any tracer at a given time; (c)
shows the average FOR in the region where the two plumes shown in (a) overlap, excluding any area where the plumes in (b) are seen. The observation time
for CR03 is 25 October 0600 UTC and for DK05, 25 October 1800 UTC. For A04 the observation time is 25 October 0600 UTC and for N02, 26 October
1800 UTC. All inverse simulations end 23 October 1500 UTC.
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ETEX-1 case, in an illustration of the Bayesian method for
source reconstruction, which demonstrated the model capa-
bilities. The observation dataset of ETEX-1 is extensive as
was seen earlier in Section 5.3, but Yee et al. (2008) used a
much smaller subset for their study, 35 measurements taken
at 10 sampling sites.
Figure 16a shows what has been described as fields of

regard (FOR) for two ETEX observing sites that measured
well-above background tracer concentrations. Figure 16b
shows FORs from two stations that measured zero concen-
trations. Here a FOR is the time average surface SRS field
generated by a unit release from the observation site at the
time when the measurement was made. A FOR delineates
the region which is “sensed” by the sampler, regardless of
the time at which that sensing would have occurred at any
given point in the region. Assuming that the measurements
are the result of a release from the same source, then the
source should be in the region sensed by both samplers (i.e.,
where the FORs overlap) as illustrated by Fig. 16a. When
observations are scarce, a zero concentration observation can
be very useful. In that case, the possible source should not
be in any part of the areas covered by the FORs resulting
from those observations (Fig. 16b). Consideration of both
types of FORs helps narrow the bounds of the possible
location domain of the source. In Fig. 16c, the overlap of
CR03 and DK05 FORs is obtained by taking the geometrical
mean of the two fields. This area is then reduced by excluding
regions where FORs from A04 or N02 are above the 10−18

threshold, and this is where the ETEX source is found. It
should be noted that the intensity of the average SRS field
within the limited area is by no means a measure of the
source location probability. If no other information was avail-
able, it could only be concluded that the source is most likely
to be found anywhere within that area.
The case of Austrian station A04 is quite interesting because

none of the released tracer was observed there. Nevertheless,
according to Fig. 6, the tracer plume appears to have moved
around the station (indicated by the × symbol in dark red)
for several hours during its complex stretching motion. The
capacity of the models to reproduce zero concentrations can
be quite important but was not assessed in the ATMES
phase of ETEX (Mosca, Graziani, Klug, Bellasio, & Bianconi,
1998).

6 Conclusion

The Lagrangian transport and dispersion models in operation
at CMC have been presented. These models are used for
several types of environmental emergency responses, covering
spatial scales from the very local, to regional or a few kilo-
metres, to global. The theoretical bases of the models were dis-
cussed, and the main algorithms used in their implementation
described. The performance of the models was evaluated with
data from real cases of atmospheric spills of pollutants, con-
firming their usefulness. The dispersion models are continu-
ously being validated and improved. Among other things,

there are plans to improve the particle release modules to
provide better simulations of explosive releases and heavy
gas emissions. Work towards the implementation of a 3D
Lagrangian scheme, coupled with complex urban flow fields
is also taking place. Investigations of a source reconstruction
algorithm for operational implementation are proceeding.
The construction of a validation database using the low-level
xenon emissions from the medical isotope production facility
at Chalk River and measurements from the Health Canada
monitoring network is expected to start soon.
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Appendix A: Concentration calculations

LSMs yield particle trajectories. A 3D concentration field, c(r, t),
is obtained by estimating the conditional probability distribution
of the particles in time and space:

c(r, t) =
∫t

−1

∫

V
S(r0, t0)p(r, t|r0, t0) dr0 dt0 (A1)

where S(r0, t0) is the source function, V is the 3D domain where
the source is defined, and p(r, t|r0, t0) the conditional probability
that a particle is found at point (r, t), given that it was at point
(r0, t0) (Sawford, 1985). In practice, particles are emitted at
specific points in time and space, within the source volume, in
a discrete fashion. For a single particle, the source function can
be seen as a Dirac delta function, centred on the point where
the particle was released. The particle concentration then
becomes the conditional probability density function itself:

S(r0, t0) = δ(r0 − rp, t0 − tp) (A2)

c(r, t) =
∫t

−1

∫

V
δ(r0 − rp, t0 − tp)p(r, t|r0, t0) dr0 dt0

= p(r, t|rp, tp) .
(A3)

If N particles are emitted with a mass mp, from a set of points
(rp, tp), then the resulting particle mass concentration is:

c(r, t) =
∑N

p=1

mp(r, t)p(r, t|rp, tp). (A4)
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Here the tracer “mass” mp is a qualifier, or tag, characterizing the
fluid element with which it is associated. If one assumes that the
number of particles used in a simulation is sufficiently large such
that their distribution in space at a given time is an adequate rep-
resentation of the conditional probability distribution, then an
estimation of this distribution can be obtained by counting the
number of particles in each of the cells of a 3D array covering
the domain of interest. The concentration at point r is simply:

c(r, t) = 1
δVs

∑

pεδVs

mp(r, t), (A5)

where δVs is the volume of the cell centred on r.
Other methods have been proposed essentially based on

Eq. (A1). Indeed, the validity of this equation is not restricted
to source-receptor relationships but can also form the basis of esti-
mating the probability of a particle being at position (r, t) given
that one is found at position (rp, tp). The problem is in the esti-
mation of the functional form p(r, t|rp, tp). Those functions are
generally referred to as density kernels. Various formulations
have been proposed (de Haan, 1999), and those all have a
certain degree of arbitrariness.

Appendix B: Evaluation of the Monin-Obukhov length
scale L
Following Eq. (13) in Delage (1997):

z
L
= ϕ2

m

ϕH
Ri, (B1)

where ϕm and ϕH are the well-known universal functions for
momentum and heat fluxes, respectively. These are normally
written in terms of z/L, where z is the height above ground and
L is the Monin-Obukhov length scale, an important scaling
parameter for the surface layer. Delage (1997) reformulates the
functions in terms of the Richardson number, a formulation
used in CMC’s GEM model (Mailhot et al., 1998).
For the unstable case, Risl , 0:

ϕ2
m = ϕH

β
= (1+ 40Risl)−1/3 , (B2)

and for Risl . 0:

ϕm = ϕH

β
= (1+ 12Risl), (B3)

where β = 0.85, and Risl is the gradient Richardson number eval-
uated at height zsl within the surface layer.
The surface layer is usually assumed to be about 10% of the

boundary layer. The vertical profiles of wind and temperature
above the G2 meteorological tower were not available for our own
evaluation of the boundary layer depth; however, it was estimated
at around 700 m for trials 1 to 3 and around 900 m for trial 4 by

scientists from Atomic Energy of Canada Ltd. We assumed that
the tower data would be representative of the surface layer.

The Monin-Obukhov stability parameter 1/L can be evaluated
as follows:

1
L
= Risl

zslβ
Risl , 0 (B4)

1
L
= Risl

zsl

ϕH

β2
= Risl

zslβ
(1+ 12Risl) Risl . 0 . (B5)

For our purposes, Risl was approximated by calculating differ-
ences between the 10 m and 47 m levels assuming they were
representative of the gradient at the 37 m level.

Risl ≈
g
θ
ΔθΔz
ΔU2
∣∣ ∣∣ . (B6)

The potential temperature θ was approximated by T + γz, γ being
the dry adiabatic lapse rate, and T is expressed in Kelvin.
Because, in principle, there is no wind direction change, in the
vertical in the surface layer, and in fact there was not much
observed, ΔU2

∣∣ ∣∣ was simply approximated by the square of the
wind velocity differences between z10m and z47m.

Appendix C: MOE scores

Adopting the Warner et al. (2004) convention,

x = Nov

Nobs
and y = Nov

Nmod
, (C1)

where Nov is the overlap (i.e., the number of stations for which
both the modelling and observations show concentrations above
a given threshold), Nobs is the total number of stations for
which concentrations above the threshold are observed, and
Nmod is the total number of stations for which the modelling
yields concentrations above the threshold. The objective scoring
function (OSF) is calculated as follows:

OSF =
!!!!!!!!!!!!!!!!!!!!!
(1− x)2 + (1− y)2

√
. (C2)

The figure of merit in space (FMS) is calculated as follows:

FMS = xy
x+ y− xy

. (C3)

In this framework, the fractional bias (FB) is given by:

FB = 2(x− y)
x+ y

. (C4)
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