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Intro to prob. forecasts Intro to prob. forecasts

States the likelihood of all weather outcomes e Deterministic: e Probabilistic:

Gives a sense of forecast uncertainty — Shows single value — All outcomes

A way for meteorologists to never be wrong (... or right) — Shows uncertainty
Useful for aiding economic decision making
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Intro to prob. forecasts Intro to prob. forecasts

e Cumulative distribution function (CDF) plot e Cumulative distribution function (CDF) plot

Central tendency Probability lines
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Intro to prob. forecasts

e Cumulative distribution function (CDF) plot Observed
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Road maintenance Road maintenance

Observed Observed

Freezing \ETT Freezing \WET

Freezing $100k H Freezing $100k $100k

Warm

Forecasted
Forecasted

Warm $10M SO

e Optimal strategy:

— act when prob(freezing) > 1%

Probability density

— risk a loss otherwise

Temperature (°C)
Prevention cost
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: used as measure of

« [ Measures of forecast uncertainty | Uneertainty

* Producing prob forecasts

* Calibrating prob forecasts Greater spread =
greater uncertainty
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Measures of uncertainty Measures of uncertainty

The ensemble variance Ensemble variance
used as measure of ; : Ensemble mean

uncertainty Anomaly

Analysis increment
Greater spread 2>

; Local gradient
greater uncertainty

Analog

Requires a spread-skill
relationship

25
Ensemble variance

Measures of uncertainty Measures of uncertainty

Ensemble variance * Often used for precip Ensemble variance Forecasts further from
Ensemble mean climatological mean are

Ensemble mean * Days with greater precip
more uncertain

Anomaly has more uncertainty Anomaly

Analysis increment : Analysis increment

Local gradient _ Local gradient

Analog Analog
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Measures of uncertainty Measures of uncertainty

Ensemble variance * Analysis increment: Ensemble variance * Greater gradient means
greater impact if

Ensemble mean — Difference between Ensemble mean
positioned wrong

Anomal today’s analysis and
y yesterday’s forecast for

Analysis increment today Analysis increment
Local gradient Local gradient
Analog Analog
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Measures of uncertainty

Ensemble variance * Use uncertainty from />\3< Uq.O_um bilistic forecasts?
Ensemble mean similar cases in past .
Measures of forecast uncertainty
| Producing prob forecasts |
Calibrating prob forecasts
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Producing prob forecasts

* Moments
e Count ens members
* Bayesian model avg.

Producing prob forecasts

* Moments * Pick a distribution

e Count ens members — Gaussian

» Bayesian model avg. — Gamma

* Adjust its moments
based on past data
— mean

— variance

Producing prob forecasts

* Moments * Pick a distribution

e Count ens members — Gaussian

» Bayesian model avg. — Gamma

Producing prob forecasts

* Moments * Pick a distribution

e Count ens members — Gaussian

» Bayesian model avg. — Gamma

Uncertainty * Adjust its moments
measure based on past data
— mean

<——— variance

Variance Offset  Scaling
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Producing prob forecasts Producing prob forecasts

* Moments b only Moments Spread-skill less useful
e Count ens members Count ens members

* Bayesian model avg. ] Bayesian model avg. o
q — — — Ensemble spread q — — - Ensemble spread
Uncertainty » — Constant spread Uncertainty — - Constant spread
measure 457 —— Full-spread regression measure 5} —*—— Full-spread regression
—o— Climatology —o—— Climatology

More useful

Ignorance score

Variance Offset Scaling Forecast offset (days Variance Offset Scaling Forecast offset (days
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Producing prob forecasts Producing prob forecasts

* Moments How many members * Moments How many members
° no::.ﬂ ens Bmaﬁvmﬂm are Um_OS\ .ﬁ_‘.:.mm_JO_Q\.v ° no::.ﬂ ens Bmaﬁvmﬂm are Um_OS\ .ﬁ_‘.:.mw_JO_Q\.v

* Bayesian model avg. * Bayesian model avg. Sampling error
100% spread-skill
Uneven PDF

Prob density

0°C Temperature 0°C Temperature

ens members ens members
Temperature
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Producing prob forecasts Producing prob forecasts

* Moments * Pick a distribution * Moments Pick a distribution

e Count ens members — Gaussian e Count ens members — Gaussian

* Bayesian model avg. ~ Gamma * Bayesian model avg. — Gamma

* Park one on each Park one on each
ensemble member _ stbution ensemble member

* Add up (using weights) _ Add up (using weights)

Probability density
Probability density

Built in spread-skill
assumption

Why calibrate?

Why probabilistic forecasts? P SRS

. errors are non-Gaussian
Measures of forecast uncertainty o
Producing prob forecasts

. H Calibrating prob forecasts

Fraction




Why calibrate?

* Use of Gaussian when * Changing spread
errors are non-Gaussian doesn’t help

* S-shaped rank histogram

Fraction

0
Temperature

1. Use past distribution
of verifying PIT values

,u_u_._. value

Cumulative probability

PIT: Probability integral transform
= verifying CDF

Temperature (C)

Fraction

Fraction

Why calibrate?

Correcting histogram
leads to lower
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How to calibrate

Use past distribution
of verifying PIT values

o
©

Turn histogram into
calibration curve
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How to calibrate

Use past distribution . Calibrate!
of verifying PIT values

Turn histogram into
calibration curve
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Summary

Why probabilistic forecasts?
Measures of forecast uncertainty
Producing prob forecasts
Calibrating prob forecasts
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Cumulative probability

Calibration

e Watch out:

— Don’t calibrate if
already calibrated

— Calibration curve
should be smoothed

— Calibration curve
must be monotonic
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