Basal perturbations under ice streams: form drag and surface expression
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ABSTRACT. Classical sliding theories consider ice sliding over obstacles which are much shorter than the thickness of overlying ice. Here we present a theory which considers “form drag” generated under ice streams by large obstacles such as subglacial bedforms, which may have lengths comparable to ice thickness. We also investigate how perturbations at the surface of an ice stream can be generated by such bedforms, and develop a mathematical framework for separating the effects of such local (kilometre-scale) variations in ice flow from the bulk flow of the ice stream.

Fig. 1. Geometry of ice-flow problem.

1. INTRODUCTION

Traditionally, analytical studies of glacier and ice-sheet flow have considered length scales in the downstream direction which are either much shorter or longer than the thickness of ice. The former corresponds to classical models of basal sliding (e.g. Nye, 1969, and particularly Fowler, 1979, 1981), while the latter leads to the shallow-ice approximation (e.g. Hutter, 1983). A consistent model which deals with ice flow over basal undulations whose wavelengths are comparable with ice thickness is, however, desirable as it could elucidate how large obstacles such as drumlins and other glacial bedforms generate “form drag”.

Here we present a two-dimensional model for rapid ice flow over such large-wavelength obstacles (i.e. of lengths comparable to ice thickness). We restrict ourselves to the case where these obstacles play a significant role in the force balance of the ice flow, analogous to classical basal sliding. Given a stress tensor $\sigma$ and a bed $z = H(x)$ with normal $\mathbf{n}$ and tangent $\mathbf{t}$ (cf. Fig. 1), the force exerted by a section of bed on the body of ice is

$$-\int \sigma \mathbf{n} |_{z=H} \, ds = -\int \mathbf{n} \cdot \sigma \mathbf{n} |_{z=H} \, ds - \int \mathbf{t} \cdot \sigma \mathbf{n} |_{z=H} \, ds,$$

where the integral is taken over the section of bed in question and $ds$ denotes an element of arc of the bed. In classical hard-bed sliding, local basal shear stress $\mathbf{t} \cdot \sigma \mathbf{n} |_{z=H}$ is usually assumed to be negligible due to the presence of a continuous regelation film. A thin weak layer of deforming sediment (e.g. Engelhardt and Kamb, 1998) under an ice stream could have a similar effect; moreover, it might suppress small-scale roughness generated by small obstacles such as clasts, as these would be sheared along with the till matrix. It is, however, conceivable that sufficiently large obstacles such as drumlins may contribute to force balance in the downstream direction through the first term on the right-hand side above, which we have referred to as “form drag”. The theory constructed in sections 2–5 assumes that form drag is significant, and the scalings introduced in section 4 reflect this. Consequently, our theory is an extension of classical basal sliding theory to finite ice depth. We do not, however, ignore the possibility of small-scale roughness or local basal shear stress due to sediment deformation, but merely assume that basal “friction” due to these terms does not dominate over the effect of large-scale bed topography in determining flow velocities. This will be the case for a given bed topography if basal “friction” is sufficiently small, or, for a given local sliding law, if bed topography has sufficient amplitude. An analogous approach was previously taken in classical sliding theory by Morland (1976b) and Fowler (1981).

Certain restrictions on mean bed and surface slope (cf. sections 4 and 5) do, however, have to be applied to our theory; essentially the mean surface slope of the ice body has to be much smaller than the local bed roughness slope, which in
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However, as lateral shear is unlikely to vary over distances comparable with ice thickness (since ice streams are much wider than thick), this neglect is tantamount to ignoring a constant term in the local force balance, or equivalently, to overestimating the driving stress.

2. MODEL

The geometry of the problem is illustrated in Figure 1. We consider the flow of Newtonian viscous ice over a prescribed bed \( z = H(x) \), while \( z = D(x, t) \) denotes the upper surface of the ice. Given viscosity \( \eta \), density \( \rho \) and acceleration due to gravity \( g \), and denoting the velocity field by \( \mathbf{u} = (u, w) \), we obtain the usual slow-flow equations

\[
\eta \nabla^2 \mathbf{u} + \nabla p - \rho g \mathbf{k} = 0 ,
\]

(2)

\[
\nabla \cdot \mathbf{u} = 0 ,
\]

(3)

where \( \mathbf{k} \) is the z-unit vector. At the surface \( z = D \), we prescribe vanishing shear and normal stress,

\[
\eta \left[ 1 + \left( \frac{\partial D}{\partial x} \right)^2 \right] \left[ 1 - \left( \frac{\partial D}{\partial x} \right)^2 \right] \left( \frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} \right) + 2 \frac{\partial D}{\partial x} \left( \frac{\partial w}{\partial x} - \frac{\partial u}{\partial z} \right) = 0 ,
\]

(4)

\[
p - \frac{2\eta}{1 + \left( \frac{\partial D}{\partial x} \right)^2} \left[ \frac{\partial w}{\partial x} + \left( \frac{\partial D}{\partial x} \right)^2 \frac{\partial u}{\partial x} - \frac{\partial D}{\partial x} \left( \frac{\partial w}{\partial x} + \frac{\partial u}{\partial z} \right) \right] = 0 ,
\]

(5)

while the evolution of \( D(x, t) \) is governed by a kinematic boundary condition (where accumulation is ignored)

\[
\frac{\partial D}{\partial t} + u \frac{\partial D}{\partial x} = w \quad \text{on } z = D .
\]

(6)

At the base of the ice stream \( z = H \), we suppose that there may be an applied shear stress \( \tau_b(u_b, x) \) which is a function of basal sliding velocity \( u_b \) and position \( x \),

\[
\eta \left[ 1 + \left( \frac{\partial H}{\partial x} \right)^2 \right] \left[ 1 - \left( \frac{\partial H}{\partial x} \right)^2 \right] \left( \frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} \right) + 2 \frac{\partial H}{\partial x} \left( \frac{\partial w}{\partial x} - \frac{\partial u}{\partial z} \right) = \tau_b(u_b, x) ,
\]

(7)

\[
\tau_b = u \left( 1 + \left( \frac{\partial H}{\partial x} \right)^2 \right)^{1/2} .
\]

(8)

\( \tau_b \) may arise if there is some microscale roughness or if there is a thin deforming sediment layer with sufficient shear strength. For a bed with no small-scale resistance, we simply put \( \tau_b = 0 \). Lastly, we have a kinematic boundary condition analogous to Equation (5) where basal melt is ignored,

\[
w = \frac{\partial H}{\partial x} \quad \text{on } z = H .
\]

(9)

3. GUDMUNDSSON’S MODEL

Gudmundsson and others (1998) assume that both \( z = H \) and \( z = D \) are straight, parallel lines inclined at some angle \( \alpha \) to the horizontal, and perturb them slightly (see Fig. 2; in fact, it is convenient to realign the coordinate system with these straight lines). A linearization of the equations in the previous section (with a particular choice of sliding
law \( n_h \) is then performed on the basis that the perturbations introduced are small.

A crucial point, however, is that small geometrical perturbations may in fact introduce \( O(1) \) or even large perturbations into the stress field when sliding is rapid. To understand this, consider a bed perturbation of size \( h \) and wavelength \( D \) (scales for bed bump height and ice thickness, respectively) in Equation (8). Vertical velocity is then perturbed by an amount \( w \sim u_h h/D \) by such a bump. If this perturbation is of \( O(1) \) compared with the unperturbed shearing velocity in the ice \( u_w \), then a linearization of boundary condition (7) may fail, depending on the form of \( \eta_h \) in Equation (8). It is easy to see that, if sliding is rapid in the sense that \( u_h / u_w \gg 1 \), \( w \sim u_w \) occurs for fairly subdued bumps, namely, when \( h/D \sim u_h / u_w \). Guðmundsson and others (1998) estimate \( u_h / u_w \) at around 5000 for a typical ice stream, so \( w \sim u_w \) corresponds to \( h \approx 0.2 \text{ m} \) when \( D = 1000 \text{ m} \). If \( w \) is large compared with \( u_w \) — and the previous argument indicates that this may in fact be the case when \( h \) is still quite small — then we may see terms in Equation (7) become important which are neglected, regardless of the choice of \( \eta_h \), in Guðmundsson and others’ linearization. These terms include the “normal stress” effects which lead to form drag in classical basal sliding theory, and the rest of this paper is concerned with the situation where they are important.

4. NON-DIMENSIONALIZATION

We define the following scales (see Fig. 3): \( [D] \) for the mean thickness of the ice stream (and also for the mean variation in bed elevation over the length of the ice stream), \( [L] \) for the length of the ice stream, \( [U] \) for a typical basal sliding velocity and \( [u] \) for typical internal deformation velocities (note that \( [U] \) and \( [u] \) are distinct and may be asymptotically different). Moreover, we suppose that there are bumps of wavelength \( \sim [D] \) and amplitude \( [h] \) on the bed, and corresponding perturbations of height \( [d] \) to the ice-stream surface. \( [\tau] \) will denote a typical deviatoric stress, while \( [\tau_d] \) is a scale for the driving stress, distinct from \( [\tau] \). Note that, because we scale the change in bed elevation \( H \) over the length of the ice stream \( L \) with \( [D] \), these scalings would not apply to a steep glacier geometry.

As in shallow-ice theory, the mean surface slope of the ice stream is assumed to be small,

$$\epsilon \equiv \frac{[D]}{[L]} \ll 1.$$ \hspace{1cm} (10)

There are then two important asymptotically different horizontal length scales, \( [D] \) and \( [L] \). We are mostly interested in the local flow problem on the short length scale \( [D] \), but the driving stress arises only because there is a mean decrease in surface elevation in the downstream direction over the length of the ice stream. One cannot therefore ignore variations on the long scale entirely, and this suggests multiply scaled horizontal coordinates and associated time variables

$$x = [L] X^* = [D] x^*,$$ \hspace{1cm} (11)

$$t = [L] T^* = [D] t^*.$$ \hspace{1cm} (12)

\((x^*, t^*)\) and \((X^*, T^*)\) are, of course, not independent, as \((X^*, T^*) = \epsilon (x^*, t^*)\). In the limit \( \epsilon \ll 1 \) one can, however, treat them as independent in the context of a multiple-scales expansion (e.g. Holmes, 1995). The “inner” variables \((x^*, t^*)\) can be thought of as describing local variations, whereas the “outer” ones \((X^*, T^*)\) describe the bulk behaviour of the ice stream. The appropriate transformation of derivatives is then

$$\frac{\partial}{\partial x} = \frac{1}{[D]} \left( \frac{\partial}{\partial X^*} + \epsilon \frac{\partial}{\partial X^*} \right),$$ \hspace{1cm} (13)

$$\frac{\partial}{\partial t} = \frac{[U]}{[D]} \left( \frac{\partial}{\partial t^*} + \epsilon \frac{\partial}{\partial t^*} \right).$$ \hspace{1cm} (14)

In his account of classical sliding, Fowler (1981) separated bed elevation into a smoothed bed and a local roughness component. Following his example, we define a smoothed bed elevation as a running average:

$$[D] H^*(X^*) = \frac{1}{2L_M} \int_{-L_M}^{L_M} H(x + \xi) \, d\xi,$$ \hspace{1cm} (15)

where \([D] \ll L_M \ll [L]\) so that the smoothed bed thus defined depends only on the outer variable \( X^* \). Implicit in this definition is the assumption that basal topography occurs on asymptotically distinct length scales \([D]\) and \([L]\) with insignificant topography of intermediate wavelengths, which makes the smoothing above unique (cf. also Fowler, 1981). In practice, one might choose for \( L_M \) the geometric mean of \([D]\) and \([L]\), \( L_M = ([D][L])^{1/2} \approx 20 \text{ km} \) for a typical ice stream. It is expedient to apply a similar smoothing procedure to surface elevation and velocity, thus

$$[D] D^*(X^*, t^*, T^*) = \frac{1}{2L_M} \int_{-L_M}^{L_M} D(x + \xi, t) \, d\xi,$$ \hspace{1cm} (16)

$$[U] U^*(X^*, t^*, T^*) = \frac{1}{2L_M} \int_{-L_M}^{L_M} u(x + \xi, t) \, d\xi.$$ \hspace{1cm} (17)
These decompositions allow the following dimensionless variables to be defined in addition to Equations (1) and (12):

\[ z = [D] z^* , \]

\[ u = i[U]^* (x^*, t^*, T^*) + k \tilde{u} \left( \nabla \times \left( \nabla \times (U^* - H^*) \right) - \nabla (H^*) \right) \]

\[ + [u^*]^* (x^*, z^*, t^*, X^*, T^*) , \]

\[ H = [D] H^* (x^*, t^*) + [h^*] (x^*, X^*) , \]

\[ D = [D] D^* (x^*, t^*, T^*) + [d] d^* (x^*, t^*, X^*, T^*) , \]

\[ \tau_{il} = [\tau_{il}^*], \quad \nu_{il} = [U] \nu_{il}^* , \]

\[ p = \rho g [D] (D^* - z^*) - 2 [\gamma \epsilon] / \nu \nabla^2 \tilde{u} + [\gamma p] \tilde{u}^* , \]

where \( i \) and \( k \) are the x- and z-unit vectors, respectively. The decompositions of \( u \) and \( p \) introduced here may seem overly elaborate at first sight; they do, however, lead to some convenient simplifications later.

For a given ice-stream geometry, one can estimate the thickness and length scales \([D]\) and \([L]\) and the roughness scale \([h]\). It remains to define the other scales in terms of these. Clearly, the driving stress is

\[ [\tau_{il}] = \frac{\rho g [D] \epsilon}{} . \]

If the aspect ratio of a typical local bed bump is defined as

\[ \nu = \frac{|h|}{[D]} \]

then the assumption that form drag in Equation (1) is a significant term in force balance suggests that (cf. Fowler, 1981)

\[ [r] = \frac{|\tau_{il}|}{\nu} . \]

If basal bumps are shallow with \( \nu \ll 1 \), as will be assumed, then \( [r] \gg [\tau_{il}] \) and hence deformational velocities will be much greater than any shearing velocities due to the driving stress \( \nu \) defined in section 3.1. This explains why both components of the local “deformational” part of the velocity field are scaled with \([u]\) in Equation (19), and Equation (9) suggests we put

\[ \frac{[u]}{[U]} = \nu . \]

But \([\tau]\) is a typical deviatoric stress, and so we have

\[ \frac{[\tau]}{[D]} = \frac{[\eta]}{[\nu]} . \]

Combining Equations (26–28) gives us \([U]\) and \([u]\):

\[ \frac{[u]}{[U]} = \frac{|\tau_{il}| [D]}{\nu^2} , \quad \frac{[U]}{[\nu]} = \frac{|\tau_{il}| [D]}{\nu^2} . \]

Note that this derivation assumes that \([U]\) is determined primarily by form drag, and not by the sliding law \( \tau_{il} \sim \tau_{il}^* (h(x, X) / [\tau_{il}^*] \) must be \( O(1) \) (or small) for all \( x \) and the value of \([U]\) calculated elsewhere.

In a more realistic model, one might use a Glen’s law rheology \( \epsilon = A \tau^n \) with an exponent \( n \) rather than a fixed \( \eta_1 \), and replace Equation (28) by \( [\tau] = A^{-1/n} (\tau_{il}^* / [D])^{1/n} \), from which one obtains

\[ [u] = \frac{A [\tau_{il}]^{1/n} [D]}{\nu^2} , \quad [U] = \frac{A [\tau_{il}]^{1/n} [D]}{\nu^2} . \]

Using \([\tau_{il}] = 10^4 \text{ Pa}, \quad [D] = 1 \text{ km}, \quad n = 3, \quad A = 10^{-21} \text{ s}^{-1} \text{ Pa}^{-3} \) and \([h] = 50 \text{ m} \) (as a representative drumlin height scale), one obtains \([U] \approx 5 \text{ km} \text{ a}^{-1} \), which is clearly about an order of magnitude too large for the Siple Coast ice streams (which have low driving stresses of \( \sim 10^4 \text{ Pa} \)), suggesting that glacial bedforms are unlikely to generate significant form drag. However, as drumlins usually have steep upstream faces, and the estimate (27) is based on approximating the local bed slope by \( \nu \), the value of \( \nu \approx 0.05 \) may in fact underestimate the effect of bedforms. This is significant because \([U]\) in Equation (30) depends strongly on \( \nu \), with the values above and \( \nu = 0.1 \) instead of 0.05, we find \([U] \approx 315 \text{ m} \text{ a}^{-1} \). Moreover, we find in section 7 that even a conservative estimate of \( \nu \) can give rise to realistic sliding velocities.

It remains to fix \([d]\), the scale for surface perturbations. Two mechanisms affect how large surface perturbations will be. Firstly, advection in Equation (6) suggests

\[ \frac{[d]}{[U]} = |[u]| \quad \Rightarrow \quad [d] = \frac{|[d]|}{[U]} . \]

and, secondly, hydrostatic pressure changes in Equation (5) would lead to

\[ \rho g [d] = [r] \quad \Rightarrow \quad [d] = \frac{|[d]|}{[\nu]} . \]

For a consistent model, one should choose the smaller choice of \([d]\) above. For the present we choose Equation (31), and consider later in section 5.2 the rescaling required when \( \epsilon / \nu \ll \epsilon \).

5. MULTIPLE-SCALES EXPANSION

The scaled variables defined in the previous section are substituted in the model in section 2, and we omit the asterisks for convenience. All dependent variables other than \( H, D \) and \( U \) are assumed to depend on both inner and outer variables, which we treat as independent. In order that ordering in a multiple-scales expansion be preserved uniformly with respect to the inner variables, dependent variables must be bounded functions of the inner variables, \( x \) and \( t \) in our case. Furthermore, the averaging procedures (15–17) now yield

\[ \lim_{R \to 0} \frac{1}{2R} \int_{-R}^{R} h(x, X) dx = 0 , \]

\[ \lim_{R \to 0} \frac{1}{2R} \int_{-R}^{R} d(x, t, X, T) dx = 0 , \]

\[ \lim_{R \to 0} \frac{1}{2R} \int_{-R}^{R} u(x, t, X, T) |_{x = H + \nu t} dx = 0 . \]

The dimensionless model contains two small parameters, \( \nu \) and \( \epsilon \). We shall assume that \( \epsilon \ll \nu \ll 1 \), and construct a leading-order model on this basis. The assumption that \( \epsilon \ll \nu \) is clearly realistic for most glacial bedforms; moreover, it ensures that deviatoric stresses \( [r] = \rho g [D] \epsilon / \nu \) are much smaller than hydrostatic pressures \( \rho g [D] \). If this were not the case, one would expect widespread cavitation even in the absence of pressurized subglacial water.

As the boundaries of the ice-flow domain are
\( z = H + \nu h \) and \( z = D + \nu d \) and \( \nu \ll 1 \), the boundary conditions are expanded in Taylor series about \( z = H \) and \( z = D \) under the assumption that the flow field is sufficiently smooth to allow expansion to the required order. This approach can also be found in Nye (1969) and Morland (1976a, b), and allows the problem to be considered on the simpler domain \( H < z < D \).

5.1. Expansion and simplification

To the order indicated, the scaled field equations become

\[
\nabla^2 \mathbf{u} - \nabla p - i \nu \frac{\partial U}{\partial X} = O(\epsilon^2/\nu),
\]

while boundary conditions (4) and (5) at the surface are

\[
\frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} + \nu \left[ h \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right) + \frac{2 \partial h}{\partial x} \left( \frac{\partial w}{\partial z} - \frac{\partial u}{\partial x} \right) \right] = O(\epsilon, \nu^2) \quad \text{on } z = D,
\]

\[
p - 2 \frac{\partial w}{\partial x} = \frac{\nu^2}{\epsilon} d + O(\nu) \quad \text{on } z = D.
\]

In Equation (6) \( u_{\mid z=D+\nu} \) and \( w_{\mid z=D+\nu} \) are expanded in Taylor series to some order \( n \) about \( z = D \)

\[
\frac{1}{\nu} \frac{\partial D}{\partial t} + \frac{\partial D}{\partial t} + U \frac{\partial D}{\partial x} + \sum_{i=1}^{n} \nu^i d^{-1} \frac{\partial^{-i} u}{\partial x^i} \frac{\partial d}{\partial x} + \frac{\nu}{\nu} \left( \frac{\partial d}{\partial x} + U \frac{\partial D}{\partial x} \right) = w + \sum_{i=1}^{n} \nu^i d^{-1} \frac{\partial w}{\partial x} + \frac{\nu}{\nu} \left( U \frac{\partial H}{\partial x} - (D - H) \frac{\partial U}{\partial x} \right) + O(\epsilon, \nu^{n+1}) \quad \text{on } z = D,
\]

and at the base:

\[
\frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} + \nu \left[ h \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right) + \frac{2 \partial h}{\partial x} \left( \frac{\partial w}{\partial z} - \frac{\partial u}{\partial x} \right) \right] = \nu \tau_0 + O(\epsilon, \nu^2) \quad \text{on } z = H,
\]

\[
\tau_0 = \tau_0(U, x, X) + O(\nu) \quad \text{on } z = H.
\]

In Equation (9), we expand in a similar manner to Equation (40) above,

\[
w + \sum_{i=1}^{n} \nu^i h^{-1} \frac{\partial w}{\partial x} = U \frac{\partial h}{\partial x} + \sum_{i=1}^{n} \nu^i h^{-1} \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} + O(\epsilon, \nu^{n+1}).
\]

Equations (40) and (43) are simplified by introducing an averaging operator as

\[
\langle f \rangle = \lim_{R \to \infty} \frac{1}{2R} \int_{-R}^{R} f(x, t, z, X, T) \, dx
\]

for any \( f \) for which \( \langle f \rangle \) is well defined. Note that \( \langle F \rangle = F \) for any \( F \) independent of \( t \) (essentially the smoothed quantities \( U, D \) and \( H \)), and from Equations (33) and (34), \( \langle d \rangle = \langle h \rangle = 0 \). However, if \( f \) is bounded with respect to \( x \), then

\[
\langle \frac{\partial f}{\partial x} \rangle = \lim_{R \to \infty} \frac{1}{2R} \int_{-R}^{R} \frac{\partial f}{\partial x} \, dx = 0,
\]

where \( \int_{x=a}^{x=b} f \rangle = f(b) - f(a) \) in the usual notation. Armed with these properties of \( \langle \cdot \rangle \), we are now ready to manipulate Equations (40) and (43). Now, from Equation (43)

\[
\langle w \rangle + \sum_{i=1}^{n} \nu^i \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} = O(\epsilon^2/\nu),
\]

\[
\frac{\partial h}{\partial x} + \sum_{i=1}^{n} \nu^i \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} = O(\nu^{n+1}, \epsilon)
\]

on \( z = H \). (46)

By integration by parts,

\[
\frac{\nu^i}{\nu} \left( \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \right) = \frac{\nu^i}{\nu} \left( \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \right)\bigg|_{x=R}^{x=-R} - \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \bigg|_{x=R}^{x=-R} + \frac{\nu^i}{\nu} \left( \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \right)\bigg|_{x=R}^{x=-R}.
\]

The first term on the right-hand side vanishes by Equation (45). Therefore, by Equation (37)

\[
\frac{\nu^i}{\nu} \left( \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \right) = \frac{\nu^i}{\nu} \left( \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \right)\bigg|_{x=R}^{x=-R} + \frac{\nu^i}{\nu} \left( \frac{\partial^{-i} u}{\partial x^i} \frac{\partial h}{\partial x} \right)\bigg|_{x=R}^{x=-R}.
\]

Substituting Equation (48) in Equation (46) and using the properties of \( \langle \cdot \rangle \) listed above yields

\[
\langle w \rangle = O(\nu^{n+1}, \epsilon) = O(\epsilon) \quad \text{on } z = H,
\]

if, formally, an integer \( n \) exists such that \( \nu^{n+1} \lesssim \epsilon \), and the expansions in Equations (40) and (43) can be carried out to this order.

Applying \( \langle \cdot \rangle \) to both sides of Equation (37) and using Equation (45) yields

\[
\frac{\partial w}{\partial z} = 0,
\]

and so \( \langle w \rangle = O(\epsilon) \) for all \( z \).

In an analogous manner to the derivation of Equation (49), applying \( \langle \cdot \rangle \) to both sides of Equation (40) and manipulating yields

\[
\frac{\partial D}{\partial t} + \epsilon \left( \frac{\partial D}{\partial t} + \frac{\partial (D - H) U}{\partial X} \right) = O(\nu),
\]

which leads to the conclusion that \( D \) depends only on the outer time variable \( T \) to \( O(\epsilon) \), so \( D = D(X, T) \) to \( O(\epsilon) \); this is hardly surprising since one would expect the mean thickness of the ice stream to change on the convective time-scale associated with its length (and not its thickness). Moreover, if we define \( \bar{U} \) as an average in time analogous to the spatial average \( \langle \cdot \rangle \), then Equation (51) reduces to the familiar plug-flow mass conservation equation for \( \bar{D} \)

\[
\frac{\partial D}{\partial t} + \frac{\partial (D - H) \bar{U}}{\partial X} = O(\nu).
\]

Equation (51) substituted back in Equation (40) yields the kinematic boundary condition

\[
\frac{\partial d}{\partial x} = \bar{w} + O(\nu) \quad \text{on } z = D.
\]

5.2. Leading-order model

Dependent variables are expanded as \( u = u_0 + O(\nu) \), \( d = d_0 + O(\nu) \), etc. This yields the following leading-order (to an \( O(\nu) \) error) model.
From Equations (36) and (37),
\[ \nabla^2 u_0 - \nabla p_0 = 0 , \]
\[ \nabla \cdot u_0 = 0 , \]
on the domain \( H < z < D_0 \), which is a semi-infinite strip with respect to the inner coordinates, as \( H \) and \( D \) only depend on the outer ones, \( X \) and \( T \), to leading order. Note that, to leading order, we have a non-shearing flow; this is again analogous to classical sliding with shallow bed slopes [e.g. Fowler, 1986], and arises because \( [\tau] \gg \tau_a \).

From Equations (38) and (39), boundary conditions are
\[ \frac{\partial u_0}{\partial z} + \frac{\partial u_0}{\partial x} = 0 \quad \text{on} \quad z = D_0 , \]
\[ p_0 - 2 \frac{\partial u_0}{\partial z} = \frac{\nu^2}{\epsilon} d_0 \quad \text{on} \quad z = D_0 , \]
and from Equation (52)
\[ \frac{\partial d_0}{\partial t} + U_0 \frac{\partial d_0}{\partial x} = w_0 \quad \text{on} \quad z = D_0 , \]
while from Equations (41) and (43) one obtains
\[ \frac{\partial u_0}{\partial z} + \frac{\partial u_0}{\partial x} = 0 \quad \text{on} \quad z = H , \]
\[ w_0 = U_0 \frac{\partial h}{\partial x} \quad \text{on} \quad z = H . \]
Note that, because the flow is non-shearing and \( [\tau] \gg \tau_a \), there is zero basal shear stress at leading order in Equation (38); \( \tau_b \) in Equation (38) is a \( O(\nu) \) correction. We shall also comment at this point about the \( O(\nu^2/\epsilon) \) term in Equations (39) and (56); its retention as a possible \( O(1) \) term is justified since, by virtue of \( \epsilon \ll \nu \), we have \( \nu^2/\epsilon \gg \nu \). Hence the \( O(\nu^2/\epsilon) \) term is much greater than the \( O(\nu) \) error in the leading-order model. We wish to retain the term explicitly because, as will be seen in the next section, it is responsible for the relaxation of surface perturbations to their steady-state shape. There remains the possibility that \( \nu^2/\epsilon \gg 1 \), in which case a rescaling becomes necessary. This rescaling, \( d^{**} = (\nu^2/\epsilon) d^* \), introduces new terms into the leading-order model, and the error remains of \( O(\nu) \). The rescaling converts Equations (56) and (57), respectively, into (again dropping asterisks)
\[ p_0 - 2 \frac{\partial u_0}{\partial z} = d_0 \quad \text{on} \quad z = D_0 , \]
\[ \frac{\nu^2}{\epsilon} \left( \frac{\partial d_0}{\partial t} + U_0 \frac{\partial d_0}{\partial x} \right) = w_0 \quad \text{on} \quad z = D_0 . \]
One may then wish to ignore the \( O(\epsilon/\nu^2) \) terms on the left-hand side in Equation (60). This is a singular perturbation, as it ignores the time derivative in \( d \), and given initial conditions then require a boundary layer in \( t \). When such a boundary layer is taken into account, the behaviour of the original leading-order model and its rescaled leading-order counterpart then differs by a small term of \( (\epsilon/\nu^2) U_0 \partial d_0/\partial t \), and one may therefore persevere with the original leading-order model even when \( \nu^2/\epsilon \gg 1 \).

Given \( D_0 \) and \( H \) (which are constant with respect to the inner variables \( x \) and \( t \)), Equations (53–59) almost constitute a closed set of equations (given appropriate initial conditions); it remains to fix the sliding velocity \( U_0 \) (independent of the inner spatial variable \( x \), but dependent on time \( t \)), which is in fact the object of our study. Simple considerations of momentum conservation suggest that one should expect, by analogy with Nye (1969) and Fowler (1981), a leading-order relation of the form
\[ -(D_0 - H) \frac{\partial D_0}{\partial X} = \left\{ \left( \rho_0 - 2 \frac{\partial w}{\partial X} \right) \right\} \frac{\partial h}{\partial X} + \left( \tau_b(U_0, x, X) \right) , \]
where the term on the left is the mean driving stress, and the terms on the right are the mean component of normal stress in the upstream direction and the mean basal shear stress, respectively. It can, in fact, be shown in a rather convoluted manner, by considering \( O(\nu) \) terms in Equations (36–38), (41) and (42) in the multiple-scales expansion, that Equation (62) is indeed correct. This equation finally determines \( U_0 \).

Equation (62) relates mean driving stress to mean sliding velocity; this is very different from shallow-ice theory where local driving stress determines local sliding velocity. This may be understood as an extreme example of the effect of longitudinal stresses considered in, for example, Kamb and Echelmeyer (1986). Since the ice is stiff here in the sense that deformational velocities \( |u| \) are much less than sliding velocities \( |U| \), longitudinal stresses arise which ensure that the sliding velocity is locally constant in space to leading order. In particular, if \( \tau_b \neq 0 \), a sliding velocity independent of position requires basal shear stress to be concentrated where the bed is stiffer (i.e. where \( \tau_b \) is greater).

6. SOLUTION OF THE LOCAL FLOW PROBLEM

One of the main benefits of the results of the previous section is that the free boundary problem for the ice-stream surface \( D \) is reduced to a fixed boundary problem on the “inner” scale; the surface perturbation \( d_0 \) appears as a variable in the boundary conditions of the ice-flow problem, but does not affect the position of the boundary \( z = D_0 \) at leading order. The domain of the leading-order “inner” ice-flow problem is the strip \( H < z < D_0 \).

We will now concern ourselves exclusively with the inner problem at leading order, and therefore omit the subscripts \( 0 \) as well as the outer variables (\( X, T \)). Furthermore, since \( D_0 \) and \( H \) are independent of the inner variables, an appropriate choice of origin and of the scales [\( D \) and \( L \)] ensures that the following hold for any given fixed (\( X, T \)):
\[ H = 0 , \quad D_0 = 1 , \quad \frac{\partial D_0}{\partial X} = -1 . \]
The domain of the problem is then \( 0 < z < 1 \), and the driving stress is \( -(D_0 - H)(\partial D_0/\partial X) = 1 \).

A partial solution of the inner problem can be derived in Fourier transform space. To facilitate matters, we assume that the bed is periodic with period \( a \) and define the Fourier transform of a periodic function \( f \) as
\[ \hat{f}_n(z, t) = \int_0^a f(x, z, t) \exp(-ik_n x)/a \, dx ; \]
\[ k_n = \frac{2\pi n}{a} , \quad n \in \mathbb{Z} . \]
Note that \( n \) here denotes an integer index and not the expo-
Fig. 4. Form-drag enhancement for \( \nu^2 \ll \epsilon \), \( \nu^2 \gg \epsilon \), compared with the assumption of infinite depth. Shown here is the function \( f(k_n) \) defined in Equation (67).

The evolution of perturbations \( d \) on the ice-stream surface is described by

\[
\left( \frac{\partial}{\partial t} + i k_n U + \frac{\nu^2}{\epsilon} \frac{\sinh^2 k_n}{2 k_n (\sinh k_n \cosh k_n + k_n)} \right) d_n = \frac{k_n \cosh k_n + \sinh k_n i k_n U h_n}{\sinh k_n \cosh k_n + k_n},
\]

while momentum conservation (Equation (49), which determines \( U(t) \) at any time \( t \)) is expressed as

\[
1 = \sum_{n=1}^{\infty} 4 k_n^3 \frac{\sinh^2 k_n - k_n^2}{k_n \cosh k_n \sinh k_n} |h_n|^2 U + 2 \sum_{n=1}^{\infty} \frac{\nu^2}{\epsilon} k_n \cosh k_n + \sinh k_n \sinh k_n \Im(d_n h_n) + \langle \eta_n(U, x) \rangle,
\]

(64)

where \( \Im \) denotes complex conjugation and \( \Im \) stands for imaginary part.

The evolution equation (63) for \( d \) is not dissimilar to some of Gudmundsson and others’ (1998) results. The first two terms on the left hand side are growth and advection-type terms, while the third leads to the decay of surface perturbations due to increased hydrostatic pressure. The term on the right hand side is a source term which represents how well basal perturbations are “transmitted” to the surface. A notable departure from Gudmundsson’s results is that the presence of small-scale roughness \( \gamma \) does not affect surface evolution at leading order in our model, though it will be important at higher order. Moreover, Equation (63) is not a linear equation as \( U \) depends on the \( d_n \) through Equation (64). A simple analytical solution of the form presented in Gudmundsson and others (1998) is therefore not available.

For a bed which can be represented by a truncated Fourier series, it is not difficult to solve Equations (63) and (64) numerically for appropriate initial conditions on \( d \) (cf. section 7). Here we focus on qualitative features of Equation (64). In particular, approximate versions of Equation (64) which depend only on the \( h_n \) can be derived in the case of \( \nu^2 \gg \epsilon \) and \( \nu^2 \ll \epsilon \).

When \( \nu^2 \ll \epsilon \) (small bed roughness or large driving stress), one simply ignores the \( O(\nu^2/\epsilon) \) term in Equation (64) and obtains

\[
1 = \sum_{n=1}^{\infty} 4 k_n^3 \sinh^2 k_n - k_n^2 \cosh k_n \sinh k_n |h_n|^2 U + \langle \eta_n \rangle.
\]

(65)

In the case \( \nu^2 \gg \epsilon \) (large bed roughness or small driving stress) one rescales \( d^* = (\nu^2/\epsilon) d^* \) (cf. section 5.2). Ignoring the advection and growth terms of \( O(\epsilon/\nu^2) \) in the rescaled version of Equation (63) gives \( d_n \) in terms of \( h_n \); substituting this in Equation (64) yields

\[
1 = \sum_{n=1}^{\infty} 4 k_n^3 \frac{\sinh k_n \cosh k_n}{\sinh^2 k_n} |h_n|^2 U + \langle \eta_n \rangle.
\]

(66)

Ignoring the friction term \( \langle \eta_n \rangle \), both of these are of the form

\[
1 = \sum_{n=1}^{\infty} 4 k_n^3 f(k_n) |h_n|^2 U.
\]

(67)

Classical (infinite-depth) sliding theory predicts \( f(k_n) = 1 \) (e.g. Fowler, 1986, equation (2.38)). Thus \( f(k_n) \) measures the enhancement of basal drag due to surface effects compared with the classical result. Figure 4 shows \( f(k_n) \) for the two cases considered above. We see that \( f(k_n) \rightarrow 1 \) for large \( k_n \) as required. However, at small \( k_n \) (i.e. large wavelengths, \( \lambda = 2\pi/k_n \)) we see that form drag is suppressed for higher driving stresses or lower bed roughnesses compared with the classical result, whereas form drag is enhanced for smaller driving stresses or large bed roughnesses by the formation of a standing wave at the ice-stream surface. These results are also confirmed by direct numerical simulation of Equations (63) and (64).

Note that \( 1/f(k_n) \) is essentially Gudmundsson’s (1997) “sliding function” \( s \) evaluated for a Glen’s law exponent \( n = 1 \) at small bed slope (\( \epsilon = 0 \) in his notation) but at finite “thinnness parameter” \( \delta \) (in his paper, here simply \( 1/k_n \)), while Gudmundsson dealt only with the case \( \delta \ll 1 \). Our results suggest a major discrepancy with Gudmundsson’s equation (36), which suggests \( s \) should be independent of “thinnness” \( \delta \) or \( k_n \) here, when bed roughness is small. Moreover, the different behaviour in the limits \( \nu^2/\epsilon \rightarrow 0 \), \( \infty \) suggests that \( s \) should also depend on ice surface slope for finite \( \delta \).

7. NUMERICAL SOLUTION

We deliberately chose the simplest possible rheology for ice in section 2 in order to simplify our model derivation. However, a typical ice stream is polythermal, and temperature variations with depth will affect its rheology (Paterson, 1994). This, in turn, is likely to affect both form drag and surface perturbations caused by large obstacles.

The simplest assumption one can make is that viscosity increases exponentially with height above the bed, \( \eta \sim \exp(\alpha z) \) (Gudmundsson and others, 1998), which can be justified theoretically if temperature varies linearly with depth and the dependence of viscosity on temperature is described by a Frank–Kamenetskii approximation (e.g. Fowler, 1997, p.184).
Fig. 5. The function $F_1(k_n, \kappa)$ at various values of $\kappa$. Note that $F_1$ determines how effectively a given Fourier mode will decay in Equation (75). Clearly $F_1$ decreases with $\kappa$. Decay of surface perturbations is suppressed by stiffer ice near the surface.
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Fig. 6. The function $F_2(k_n, \kappa)$ at various values of $\kappa$. Note that $F_2$ controls how well basal perturbations are “transmitted” to the surface; with increasing $\kappa$ the band of effectively transmitted wavelengths becomes narrower and shifted towards larger wavelengths $\lambda = 2\pi/k_n$.
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The appropriately modified “inner” problem becomes

$$
\left( \kappa \frac{\partial u}{\partial z} + \kappa \nabla w + \nabla^2 u \right) \exp(\kappa z) - \nabla p = 0 \quad \text{on } z \in (0, 1),
$$

(68)

$$
\nabla \cdot u = 0 \quad \text{on } z \in (0, 1),
$$

(69)

$$
\frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} = 0 \quad \text{on } z = 0, \quad (70)
$$

$$
w = U \frac{\partial h}{\partial x} \quad \text{on } z = 0, \quad (71)
$$

$$
\frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} = 0 \quad \text{on } z = 1, \quad (72)
$$

$$
p - 2 \exp(\kappa) \frac{\partial w}{\partial z} = \frac{\rho^2}{\epsilon} d \quad \text{on } z = 1, \quad (73)
$$

$$
\frac{\partial d}{\partial t} + U \frac{\partial d}{\partial x} = w \quad \text{on } z = 1, \quad (74)
$$

while Equation (49) still holds.

Fig. 7. The function $G_1(k_n, \kappa)$ at various values of $\kappa$. Note that $G_1$ determines how form drag is enhanced compared with the classical (infinite-depth) result in the first momentum balance term in Equation (76). $G_1$ develops a pronounced peak at $k_n \approx 2$ for large $\kappa$. One may ascribe this to flow over bumps of this wavenumber involving more deformation of the upper, stiffer ice, leading to increased resistance.
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Fig. 8. The function $G_2(k_n, \kappa)$ at various values of $\kappa$.

A partial solution in Fourier transform space is again possible, with analogues to Equations (63) and (64):

$$
\left( \frac{\partial}{\partial t} + ik_n U + \frac{u^2}{\epsilon} F_1(k_n, \kappa) \right) \tilde{d}_n = i F_2(k_n, \kappa) U \tilde{h}_n, \quad (75)
$$

$$
1 = \sum_{n=1}^{\infty} 4k_n^2 G_1(k_n, \kappa) |\tilde{h}_n|^2 U + \sum_{n=1}^{\infty} 2 \frac{u^2}{\epsilon} G_2(k_n, \kappa) \tilde{d}_n \tilde{h}_n^* + \langle \tau_n \rangle, \quad (76)
$$

where the various functions $F$ and $G$ have to be calculated numerically (cf. Appendix). Figures 5–8 show numerical calculations of the functions $F$ and $G$ for various values of $\kappa$.

Reasonable estimates for $\kappa$ are $\kappa \approx 3$–6, using (cf. Paterson, 1994, p.86)

$$
\eta \propto \exp(Q/RT) \approx \exp \left[ Q/RT_0 - Q(T - T_0)/RT_0^2 \right],
$$

with $R = 8.3 \text{ J mol}^{-1} \text{ K}^{-1}$, $Q = 0.7 \times 10^3 \text{ J mol}^{-1}$, $T_0 = 270 \text{ K}$ and a temperature difference between surface and base of the ice stream of $T - T_0 \approx -25 \text{ K}$.

Equations (75) and (76) are solved numerically for a
given bed and value of $\kappa$, subject to the initial condition $d = 0$ and under the assumption $\tau_0 = 0$. For ease of interpretation, our results are re-dimensionalized. In order to do so (cf. Equation (29)), the ice viscosity $\eta$ has to be estimated at the base of the ice stream, which is tantamount to estimating the effect of the non-linearity of the rheology of ice on our results. Given a bed roughness estimate $\nu$, viscosity is estimated using Glen’s law as

$$\eta = A^{-1}(\tau)^{1-n} = A^{-1}[\tau_0]^{1-n} \nu^{n-1} \quad (77)$$

with $A = 6 \times 10^{-24}$ s$^{-1}$ Pa$^{-3}$ and $n = 3$. Since $\eta$ above depends strongly on $\nu$, this is a crude way of proceeding, and one should therefore regard our results as entirely qualitative.

The bed chosen for our simulations is shown in Figure 9e, where ice flow here is from left to right. The chosen profile has the steep upstream side typical of a drumlin. The bed is extended periodically, with period $a = 2000$ m, while ice thickness is put at 8000 m and the driving stress at $[\tau_0] = 10^4$ Pa, corresponding to $\epsilon \approx 10^{-3}$. The profile has a maximum height differential of 50 m, so we estimate $\nu = 0.03$. This yields an approximate viscosity of $\eta = 4.2 \times 10^{22}$ Pa s $\approx 1.3$ bar a.

The results of the simulations are shown in Figures 9 and 10. For all three values of $\kappa$ used, the surface perturbations $d$ eventually form a standing wave above the bed bump, and consequently the sliding velocity approaches a constant at large times. The time taken to approach this steady state depends on $\kappa$; the larger $\kappa$, the more slowly the steady state is attained. This may be attributed to the fact that the function $F_1(k_n, \kappa)$ decreases with $\kappa$ (Fig. 5). Inspection of Equation (75) shows that $F_1$ controls the “decay” of surface perturbations.

The final sliding velocity is considerably smaller for large $\kappa$ than for small $\kappa$, which indicates that the upper parts of the ice stream, which are stiffer for larger $\kappa$, impede sliding. Furthermore, despite a large estimate for $[U]$ (cf. section 4), realistic values of sliding velocities can be produced.

The size of the standing wave also decreases with $\kappa$. This may be attributed to the fact that the function $F_2(k_n, \kappa)$, which controls how well particular wavelengths are transmitted to the surface, decreases with $\kappa$ for $k_n > \pi$ (corresponding to wavelengths smaller than two ice thicknesses; cf. Fig. 6). This reduces the size of surface perturbations in the present case, where we have chosen a bedform wavelength of two ice thicknesses.

8. DISCUSSION

Our results suggest that long-wavelength ($\sim 1$ km) bedforms of sufficient amplitude may be able to limit the sliding velocity of ice streams, particularly if there is a significant temperature gradient in the ice, leading to high viscosities in the near-surface parts of the ice stream.

This conclusion is, however, not entirely robust; the main difficulty to resolve is the effect of the non-linearity of ice rheology — our estimate of $[U]$ in Equation (30) is highly sensitive to $\nu$. Moreover, we have entirely ignored the possibility of cavitation here. Given the typically high drainage pressures under an ice stream, one may suspect that cavitation in the lee of large bedforms is a very real possibility. Figure 9a shows the normal stress distribution (minus hydrostatic pressure) over the bed at the end of the simulation shown in Figure 9b. As expected, normal stress is lowest in the lee of the bedform. A corollary of this is that care needs to be exercised in interpreting observations of water levels in boreholes (e.g. Engelhardt and Kamb, 1997) in order to determine basal effective pressures, as deviatoric
normal stresses due to flow over basal undulations may affect normal stress and hence basal effective pressure. This effect has previously been considered, albeit in a crude way and in a different context, by Booth and Hallet (1993).

In agreement with Gudmundsson and others’ (1998) results, our analysis shows that basal perturbations of wavelengths comparable to ice thickness cause a surface expression at the top of the ice stream. How well a given wavelength is “transmitted” to the surface does, however, depend on the temperature gradient in the ice (and hence on κ; cf. Fig. 6). For relatively high temperature gradients we may expect to see only weak surface expressions caused by basal bumps of wavelengths of 1–2 ice thicknesses (cf. Fig. 9), while longer wavelengths, which are less efficient at causing form drag, are transmitted more strongly (cf. Fig. 6).

The work presented here also indicates how ice dynamics on length scales comparable to ice thickness can be separated in a mathematically consistent way from large-scale ice dynamics, and it is conceivable that the multiple-scales approach used here could be useful in other circumstances where a consideration of local (kilometre-scale) effects is important. This is not limited to the case of significant form drag, and could be useful, for instance, in tracer studies if there are significant bed undulations on a kilometre scale generating a non-laminar velocity field.
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APPENDIX

CALCULATION OF FUNCTIONS \( F_1, F_2, G_1, G_2 \)

Equation (69) is satisfied by introducing a stream function \( \psi \) as

\[
\mathbf{u} = \left( \frac{\partial \psi}{\partial z}, -\frac{\partial \psi}{\partial x} \right).
\]

Fourier-mode solutions of Equations (68) and (69) then take the form

\[
\psi = A \exp(ikx + mz),
\]

where substituting \( \psi \) in Equation (68) yields a quartic for \( m \), which has four distinct roots \( m_1, m_2, m_3, \) and \( m_4 \) if \( k \neq 0 \) (in fact, these roots form complex conjugate pairs). A general Fourier-mode solution

\[
\psi = \sum_{j=1}^{4} A_j \exp(ikx + mjz)
\]

is substituted in the boundary conditions (70–73); the solution of the set of linear algebraic equations in the \( A_j \) which results is used to calculate the \( F \) and \( G \) functions by substituting in Equations (74) and (49).
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