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Abstract There has been considerable controversy concerning the role of chemical weathering in the regulation of the atmospheric partial pressure of carbon dioxide, and thus the strength of the greenhouse effect and global climate. Arguments center on the sensitivity of chemical weathering to climatic factors, especially temperature. Laboratory studies reveal a strong dependence of mineral dissolution on temperature, but the expression of this dependence in the field is often obscured by other environmental factors that co-vary with temperature. In the field, the clearest correlation is between chemical erosion rates and runoff, indicating an important dependence on the intensity of the hydrological cycle. Numerical models and interpretation of the geologic record reveal that chemical weathering has played a substantial role in both maintaining climatic stability over the eons as well as driving climatic swings in response to tectonic and paleogeographic factors.

INTRODUCTION

The intriguing message from Quaternary geologic, isotopic, and glaciological records is that the Earth’s climate system may be extremely sensitive to perturbation, especially near thresholds of changes in state between glacial and interglacial conditions. In contrast, the longer-term ($10^5$–$10^9$-year) perspective reveals a climate system that is resilient in the face of external influence. In other words, most of the processes affecting climate on century to multi-millennial time scales are components of positive feedbacks, whereas those that are significant on long time scales tend to create negative feedbacks. Subtle changes within the system can be sensed and amplified through positive feedback, so that the stabilizing (negative) feedbacks can act to damp the ultimate response (e.g. Kump 1996). This enhanced sensitivity on short time scales and diminished sensitivity on long time scales is a characteristic of a stable system.

Here we focus on the long-term feedbacks so that we may address the ultimate question of whether CO$_2$ is the stabilizing climate influence over geologic time.
There are clear indications that this, in fact, the case. Consider Earth’s response to increasing solar luminosity over its 4.6 billion year history. Had the atmospheric composition of the early Earth been similar to today’s, surface water on Earth would have been completely frozen prior to about 2 Ga (Sagan & Mullen 1972, Kasting 1993). Abundant geologic evidence for a vigorous Precambrian hydrologic cycle and a productive marine biota precludes this possibility, and instead leads to the prevailing theory that the atmosphere had much higher concentrations of greenhouse gases (CO₂ and CH₄) than it has now. The corollary of this solution of the Faint Sun Paradox is that some mechanism must have regulated the drawdown of these gases to prevent permanent global glaciation or extreme warmth. For example, an atmospheric CO₂ partial pressure (pCO₂) of 1,000 times the present atmospheric level (1000X PAL) would have been required to compensate for a sun 70% as luminous as today’s at 4.6 Ga (Kasting 1993). Had the CO₂ level fallen too rapidly, Earth might have become locked into an inescapable Snowball Earth state, and the presence of life on Earth’s surface would have become impossible (Caldeira & Kasting 1992). Had that CO₂ remained in the atmosphere, the global average temperature today would be at least 45°C, instead of its present value of 15°C (JF Kasting, pers. comm.). Organisms that thrive under such conditions are the thermophilic bacteria; most other groups would have been severely stressed by such warmth, and might not have persisted on Earth.

This regulation mechanism has not been perfect, and Earth has oscillated between greenhouse and icehouse states (Fischer 1982, Frakes et al 1992). These ~10⁵-year fluctuations were most likely the result of plate-tectonic forces, which are generally considered to be external to the climate system. For example, greenhouse intervals such as the mid-Cretaceous tend to coincide with times of elevated global volcanism (Fischer 1982). As a major source of CO₂ to the ocean-atmosphere system on geologic timescales, this volcanic activity would have caused an enrichment in the CO₂ content of the atmosphere and a strengthening of the greenhouse effect.

On geologic time scales, the amount of CO₂ in the atmosphere is determined by processes such as organic-carbon and carbonate-carbon sedimentation and burial, carbonate, organic carbon, and silicate weathering on land, and volcanic and metamorphic release of CO₂ (Garrels et al 1975, Figure 1; details discussed later in this article). Many of these processes are sensitive to the state of the surface environment, including its temperature and the intensity of the hydrologic cycle. These environmental variables, in turn, are sensitive to atmospheric pCO₂ through the greenhouse effect. Thus, it is reasonable to assume that there are negative feedback mechanisms at work over geologic time that stabilize atmospheric pCO₂ and climate. From a modeler’s perspective, if one can determine the functional dependence of these processes on atmospheric pCO₂ (at least to first order), than one can estimate changes in atmospheric pCO₂ that have occurred in the past as the result of changes in the rates of these processes (e.g. Walker et al 1981, Berner et al 1983). The processes that may be sensitive to atmospheric
Figure 1 The long-term carbon cycle, highlighting feedback loops in the carbonate-silicate subcycle that potentially regulate atmospheric $\rho$CO$_2$ and climate. Arrows with a + symbol near the arrow head represent positive couplings, for which the sense of the change is the same in both connected system components; the negative couplings (with a – near the arrow head) represent couplings where the sense of change is opposite in the component at the arrow’s head. Rectangles represent carbon reservoirs, ovals represent important processes, and circles represent important parameters. Hollow arrows represent material transport.

$\rho$CO$_2$, either directly or indirectly, include organic productivity (which ultimately leads to organic carbon burial) and carbonate and silicate weathering. Carbonate and silicate weathering rates also depend on a number of factors discussed later in this article, and these also cannot be considered independent of climate and atmospheric $\rho$CO$_2$. Clearly, a systems approach is necessary to develop a better understanding of the interworkings of these various processes.

The relationship between tectonic uplift, weathering, and climate is the subject of a recent collection of papers edited by Ruddiman (1997). Therefore, we will instead devote the bulk of this paper to the links among CO$_2$, climate, and weathering, in an effort to assess the efficacy of the climate-weathering feedback. Laboratory experiments have established a clear dependence of mineral dissolution rate on temperature. We review recent work in this field of mineral dissolution kinetics, and discuss how these studies can be extrapolated to natural weathering.
systems. Several attempts have been made to detect a signal of the temperature dependence of weathering in composition and flux data from modern rivers. However, the direct effects of temperature are often obscured by other factors that covary with it. In contrast, many studies document a strong link between riverine discharge and elemental flux, which emphasizes the importance of the hydrological cycle in controlling the chemical erosion rate. We show that effective feedback requires that the rate-limiting step in the consumption of CO2 during weathering can be a process that is sensitive to CO2, albeit indirectly through the dependence of chemical weathering and erosion rates on temperature and net rainfall. We conclude that a combination of tectonics, atmospheric CO2 variation, and attendant changes in temperature and the hydrological cycle have been the primary influence on chemical erosion rates, and thus the stabilizing influence on climate over Earth’s history.

MINERAL DISSOLUTION IN THE LABORATORY AND IN THE FIELD

The relationship between climate and chemical weathering in nature is complex. Weathering rates depend on factors such as the mineralogy of the rocks exposed, the reactive surface area of these minerals, the supply of water, its residence time in the soil and initial pH, the abundance of organic acids, and the temperature of soil solutions. Decades of laboratory experimentation have been dedicated to the systematic determination of the rate-dependence of weathering on these factors. The database of rate constants for dissolution of primary silicate minerals that has been generated has considerably improved our ability to generate models of weathering (White & Brantley 1995) and models to predict kinetic parameters (e.g. Sverjensky 1992). Dissolution rates for silicates are typically reproducible to within $\pm 0.25$ log units within one laboratory, and to within two orders of magnitude among different laboratories (see figures 2 and 3 in Brantley & Chen 1995). In addition, although many authors have concluded that the prediction based on laboratory studies of kinetics in field systems is poor, the discrepancy is on the order of one to two orders of magnitude (Schnoor 1990, Swoboda-Colberg & Drever 1993, Yau 1999), and probably within the error of the estimation. And, although the magnitudes of dissolution rates are not precisely constrained, the form of the rate equation is fairly well accepted. Laboratory dissolution rates, though consistently slower than field rates, can therefore shed light on global patterns of weathering.

One way to test the relevance of the database to field observations is to compare the relative rates of dissolution in laboratory and field (Velbel 1993). Many soil investigators have observed a generally reproducible weathering series which predicts that the dissolution rates of minerals decrease in the order olivine $>$ plagioclase $>$ pyroxene $>$ Na-plagioclase $>$ K-feldspar $>$ muscovite $>$ quartz
A graphical compilation of dissolution rates for these minerals as measured in the laboratory at 25°C and pH 5 shows that laboratory measurements generally predict the relative rates of weathering of silicates as observed in natural systems (Figure 2). The few discrepancies can be explained. For example, Fe-containing olivine, which is more common than the endmember forsterite in real systems, dissolves faster than forsterite and (by inference) plagioclase—which is also more Na-rich and therefore slower dissolving than the anorthite endmember. The discrepancy with respect to albite and potassium feldspar is probably related to the affinity of soil solutions (see discussion about affinity later in this section). Soil solutions are also commonly oversaturated with respect to quartz, which explains the relatively slow observed rates of dissolution of this phase in soils. Overall, the relative rates are consistent among field and laboratory systems.

What explains the general weathering trend, sometimes known as the Goldich series? In this section, we review model equations for mineral dissolution rates, and in particular the rates of dissolution of feldspars, inosilicates, and orthosilicates—the phases that are most important in the long-term drawdown of CO₂ from the atmosphere. We discuss (1) mineral composition, (2) mechanism of dissolution, (3) temperature of dissolution, (4) effects of electrolytes and organic chemistry of dissolving solutions, (5) effects of chemical affinity of dissolving
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**Figure 2** Graphical representation of log (lifetime) of a theoretical 1 mm diameter crystal at pH 5, 25°C, in dilute solution (after Lasaga et al 1994, with more recent estimates of dissolution rates).
Figure 3 Correlation between log dissolution rates of orthosilicates and rates of solvent exchange of divalent cations (after Westrich et al. 1993). Values of log $k_{\text{solv}}$ are taken from Hewkin & Prince (1970).

Mineral Composition

For dissolution of most silicates in acidic solutions, the rate of release of elements to solution ($r$, mol s$^{-1}$) can be modeled as a function of the surface area of the dissolving mineral, $A$, and the activity of hydrogen ion, $a_{H^+}$:

$$r = kA(a_{H^+})^n. \quad (1)$$

Here $k$ is the rate constant (mol silicate/cm$^2$/sec) and $n$ (unitless) is the apparent reaction order with respect to the $H^+$ activity ($a_{H^+}$). For most soils, $a_{H^+}$ is controlled by $pCO_2$, mineral and organic acids, and dissolution/precipitation reactions.

The rate of dissolution of most oxides is slowest in solutions where $pH = pH_{\text{spec}}$, the pH where the surface charge of the mineral of interest (due to sorption
of H\(^+\) and OH\(^-\)) equals zero. Thus, Equation 1 describes dissolution below the pH\(_{ppzc}\) for any mineral. Close to the pH\(_{ppzc}\), the rate of dissolution of oxides shows no pH dependence, and above the pH\(_{ppzc}\), oxides typically show enhanced dissolution. For most common primary silicates except quartz, the pH\(_{ppzc}\) is thought to equal 5 or above (Sverjensky 1994). Rate equation (1) therefore is useful for any acidic or slightly acidic weathering system. Even for the alkali feldspars where the pH\(_{ppzc}\) is lower than 5 (e.g. Sverjensky 1992), Equation 1 describes the dissolution rate for pH conditions \(\leq 5\).

Westrich et al (1993) found that the dissolution rates of orthosilicates at pH 2 and 25\(^\circ\)C are correlated with \(k_{solv}\), the rate constant of exchange of H\(_2\)O molecules bound to the corresponding hydrated, divalent cation in solution. It is expected, therefore, that a similar correlation exists between \(k_{solv}\) and the rate constant of orthosilicate dissolution using model Equation 1. Using data from Westrich et al (1993), the rate constants for the orthosilicates can be regressed versus \(k_{solv}\) (see Figure 3) to yield:

\[
\log k_o = 1.13 \log k_{solv} - 17.13. \tag{2}
\]

For comparison, the original data of Westrich et al (1993) for log rate (mol silicate/cm\(^2\)/sec) measured at pH 2 are also plotted. Using the same approach, Banfield et al (1995) showed that the log rates for inosilicates also correlate with log \(k_{solv}\), although the correlation is not as good as for orthosilicates. Thus, to first order, some of the Goldich weathering series is determined by the value of \(k_{solv}\) for the corresponding cation (Table 1).

### TABLE 1 Value of \(k_{solv}\) and predicted dissolution rate constants based on Equation 2.a

<table>
<thead>
<tr>
<th>M</th>
<th>(\log k_{solv}^b) (sec(^{-1}))</th>
<th>(\log k_o^c) (mol silicate/cm(^2)/sec)</th>
<th>ortho(^d)</th>
<th>single-chain(^e)</th>
<th>double chain(^f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ca</td>
<td>8.5</td>
<td>-7.5</td>
<td>-11.8</td>
<td>-13.4</td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>7.6</td>
<td>-8.5</td>
<td>-12.8</td>
<td>-14.4</td>
<td></td>
</tr>
<tr>
<td>Zn</td>
<td>7.5</td>
<td>-8.7</td>
<td>-13.0</td>
<td>-14.6</td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>6.5</td>
<td>-9.8</td>
<td>-14.1</td>
<td>-15.7</td>
<td></td>
</tr>
<tr>
<td>Co</td>
<td>6.4</td>
<td>-9.9</td>
<td>-14.2</td>
<td>-15.8</td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>5.2</td>
<td>-11.3</td>
<td>-15.6</td>
<td>-17.2</td>
<td></td>
</tr>
<tr>
<td>Ni</td>
<td>4.4</td>
<td>-12.2</td>
<td>-16.5</td>
<td>-18.1</td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>3.5</td>
<td>-13.2</td>
<td>-17.5</td>
<td>-19.1</td>
<td></td>
</tr>
</tbody>
</table>

a. Values listed are log (rate constants) of ortho- and inosilicate hypothetical end-members. Some end-members may not exist in nature. Rate constants for mixed composition silicates can be calculated as weighted averages of log rate constants of the end members.
c. Log (rate constant) at 25°C.
d. Orthosilicates of composition M\(_2\)SiO\(_4\).
e. Single-chain inosilicates of composition M\(_2\)Si\(_2\)O\(_6\).
f. Double-chain inosilicates of composition M\(_7\)Si\(_8\)O\(_{22}\)(OH)\(_2\).
In spite of the foregoing generalization, not all Ca-containing silicates dissolve more rapidly than Mg-containing silicates, as would be predicted by Table 1. Rate constants measured for an inosilicate are slower than those measured for the corresponding orthosilicate, which suggests that rate inversely correlates with polymerization of silicon-oxygen tetrahedra. The slope of lines on a plot of the log rate constant (mol Si release/cm²/sec) versus bridging oxygen per tetrahedron plot varies from –1.7 to –2.6 for different cations (Figure 4). An average slope of –2 is defined by all the data and used for prediction purposes here.

Using the relations shown in Figures 3 and 4, the rate constants for dissolution of the orthosilicates and inosilicates in terms of connectedness (C) and \( k_{\text{solv}} \) can be expressed as follows:

\[
\log k_o = \log \left( 10^{2.2C + 1.1\log k - 17.13/n_{\text{br}}} \right).
\]

(3)

Here, \( k_o \) is the rate constant at 25°C for the rate model expressed in Equation 1.
(in mol silicate/cm²/sec), and \( n_{Si} \) is the number of Si atoms in the mineral formula, e.g. \( n_{Si} = 2 \) for pyroxene, and \( n_{Si} = 8 \) for amphibole.

To further parameterize Equation 1, the value of \( n \) can be bracketed by observing that most published data for inosilicates derived from long-duration dissolution experiments (> one month) vary from 0.2 to 0.4 (see Table 5 in Brantley & Chen 1995). An average value of 0.3 for the reaction order with respect to \( H^+ \) is therefore chosen as the representative value for pyroxene and amphibole dissolution. The rate equation for inosilicate dissolution thus yields:

\[
\log r = \log (10^{-(2C + 1.13\log(17.13/n_{Si}))}) - 0.3\text{pH} + \log A. \tag{4}
\]

A general equation such as Equation 4 has not yet been parameterized for feldspar dissolution. Instead, an extended rate equation has been parameterized for feldspars:

\[
r = A(k_{H^+}a_{H^+})^n + k_{H_2O} + k_{OH^-}(a_{OH^-})^p. \tag{5}
\]

Here, \( k_{H^+} \) is the rate constant for dissolution under neutral pH, \( k_{OH^-} \) is the rate constant under basic pH, \( a_{OH^-} \) is the activity of the hydroxyl ion, and \( p \) is a constant for a given mineral. More mechanistic rate laws incorporating surface complexation have also been developed, but for modeling chemical weathering at the global scale, Equation 5 is more than adequate.

Equation 5 generally predicts that \( \log (\text{dissolution rate}) \) versus pH has a V-shape, with the trough of low dissolution rate occurring at \( \text{pH} = \text{pH}_{ppzc} \). Parameters for Equation 5 for feldspar minerals are summarized in Table 2; however, the value of the rate constants appropriate at neutral and basic pH (\( k_{H^+}, k_{OH^-} \)) have not been well constrained, and are therefore only listed for albite and potassium feldspar. One problem in constraining the rate of dissolution of feldspar under neutral pH is that dissolution is so slow under neutral conditions that rates

---

**TABLE 2** Measured rate parameters at 25°C for feldspar minerals.

<table>
<thead>
<tr>
<th></th>
<th>( \log k_{H^+} ) mol m(^{-2}) s(^{-1} )</th>
<th>( \log k_{H_2O} ) mol m(^{-2}) s(^{-1} )</th>
<th>( \log k_{OH^-} ) mol m(^{-2}) s(^{-1} )</th>
<th>( n )</th>
<th>( m )</th>
<th>( p )</th>
<th>( \text{pH}_{ppzc} )</th>
<th>( E^a ) kJ mol(^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microcline</td>
<td>-9.9±1.9 b</td>
<td>-10.4±1.9 b</td>
<td>-0.4±0.5 b</td>
<td>0.3±0.7 b</td>
<td>6.1</td>
<td>-60 b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Albite</td>
<td>-9.7±1.9</td>
<td>-12.2±1.9</td>
<td>-9.9±1.9</td>
<td>0.5 b</td>
<td>0 °</td>
<td>0.3 b</td>
<td>5.2 b</td>
<td>-60 b</td>
</tr>
<tr>
<td>Labradorite</td>
<td>-9.9±1.9</td>
<td>-9.4±1.9</td>
<td></td>
<td>0.4–0.5 b</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-65 c</td>
</tr>
<tr>
<td>Anorthite</td>
<td>-9.9±1.9</td>
<td>-9.4±1.9</td>
<td></td>
<td>0.9–1.1 b</td>
<td>-</td>
<td>-</td>
<td>5.6 b</td>
<td>-80 b</td>
</tr>
</tbody>
</table>

a. Values of the pristine point of zero change are from calculations summarized by Sverjensky (1994). Values of \( \text{pH}_{ppzc} \) for feldspars may be significantly lower than these quoted values, depending on the model used for calculation and on the degree of proton-exchange of the surface.
may be unmeasurable in laboratory time frames. In fact, many workers have set the second term equal to zero in Equation 5, and included only the proton-promoted and hydroxyl-promoted terms. Slow rates under neutral conditions emphasize the importance of natural acids in mineral weathering; dissolution under neutral pH is orders of magnitude slower than dissolution in acid conditions (Figure 5).

Mechanism of Dissolution

To extrapolate a rate of dissolution confidently from one system to another, the rate of an elementary reaction must be known, and the same reaction must control the rate in the new system. An elementary reaction occurs at the molecular level, exactly as written. In geochemistry, few mechanisms, not to mention rates, of

Figure 5  Feldspar dissolution rates as a function of pH. Data separated into two plots for clarity. After Blum & Stillings (1995), who provide references for legend.
elementary reactions are known. For example, Murphy et al (1998) demonstrated that the rate of dissolution of biotite in laboratory systems was three to four orders of magnitude faster than the rate of weathering in a well-characterized saprolite in Puerto Rico. However, it is probable that the biotite had weathered to an interlayered vermiculite-biotite in laboratory experiments, whereas in the field, biotite weathered to kaolinite. The difference in mechanism can therefore explain some of the discrepancy between laboratory and field in that study.

Reactions that are interface-limited in the laboratory may be transport-limited in the field. Transport limitation can include limitation by slow advection or diffusion of reactants to, or of products away from, the site of reaction. However, Berner (1978, 1981) has pointed out that the rate of diffusion is fast enough that rate limitation by diffusion through soil pore fluids is inconsistent with retention of silicates in soils for thousands to millions of years.

For fast-dissolving phases such as evaporite minerals, or for reactions at high temperatures, many authors have assumed that transport becomes rate-limiting in field systems (Berner 1981). On the other hand, for dissolution or precipitation of silicates at ambient conditions, most authors have assumed that the interface reaction is rate-limiting. Few field studies have documented unequivocally the nature of the rate-limiting step, however. One common argument has been the identification of rounded crystal surfaces with transport-limited dissolution (e.g. rounding of calcite reported by Berner 1978) and of etched crystal surfaces with interface-limited dissolution (etched feldspars, pyroxenes, and amphiboles summarized in Berner & Berner 1996). Another argument in favor of the interface reaction controlling silicate dissolution derives from the generally convincing comparison, presented previously, of the relative rates of weathering in the field and in the laboratory (Figure 2). Furthermore, the observation of differences in weathering rates for different phases is consistent with some degree of interface control.

However, Schnoor (1990) argues that Si release (equated to weathering rate) increases to a maximum value comparable to release rates measured in silicate dissolution rates in the laboratory as the soil flushing rate (ratio of flow-rate to soil mass) increases. Schnoor (1990) argues that for low values of the flow-rate-to-mass ratio, transport limits weathering, but at values of flushing rate higher than approximately 1.0 volume of water per volume of soil per day, the interface reaction becomes rate-limiting. According to Schnoor, the lower flushing rates of field systems can account for the lower Si release rates observed during field weathering. The argument of Schnoor is supported by data worldwide, as plotted in Figure 6 from Holland (1978); Holland’s data suggests that increased flushing rates above a certain value do not increase concentrations of dissolved solids for rivers worldwide, but rather lead to dilution. Therefore, weathering may be transport-limited at low flushing rates and interface-limited at high flushing rates. Because the largest dissolution flux derives from high runoff sites, silicate weathering is probably controlled by interface-limitation globally.
A simple model (after Berner 1978) is consistent with Figure 6. With $F = \text{flushing volume per unit time}$, $V = \text{volume of water in a weathering system}$, $R = \text{mass dissolved per unit volume solution per unit time}$, $c = \text{concentration of solute i}$, and $t = \text{time}$, conservation of mass requires:

$$\frac{\partial c}{\partial t} = \frac{R - F}{V} c. \quad (6)$$

If net dissolution rate slows as $c$ approaches $c_{eq}$ (equilibrium solubility), and if $R = k(1 - c/c_{eq})$ where $k$ is the rate constant, then at steady state,

$$c = \frac{kc_{eq}}{k + kc_{eq}} \quad (7)$$

and

Figure 6  Holland's (1978) plot of total dissolved solids vs. runoff for the world's rivers. Solid curve shows general trend; solid line shows dilution trend.
where $k_f$ is the flushing frequency or residence time ($= F/V$). As $F$ (or $k_f$) increases, $c$ and $R$ decrease and increase respectively. Dissolution rates should therefore increase in a soil with increasing runoff. However, at high $k_f > k_c$, $c$ approaches $k_c$ and the rate approaches $k_c$, independent of flushing rate. Similarly, for $k_f < k_c$, $c$ approaches $c_{eq}$ and $R$ approaches $k_c c_{eq}$. The form of these equations thus predicts the form of the data in Figure 6. However, other hydrological factors affect concentration-runoff relationships for streams—including activation of alternative flowpaths and increase in contributing areas during storms (e.g. Richards 1999)—so this simple extension of the model of Berner 1978 should be considered a first-order approach. We will return to an analysis of concentration-runoff relationships in discussing controls on chemical erosion rates later in this article.

Temperature of Dissolution

One way to investigate the rate-limiting step of a reaction mechanism is to assess the activation energy. For example, the values of rate constants vary with temperature according to the Arrhenius equation:

$$k = k' e^{-E_a/(RT)},$$

where $k'$ (mol silicate/cm$^2$/sec) is the temperature-independent, pre-exponential factor, $E_a$ is the activation energy, $R$ is the gas constant, and $T$ is the absolute temperature (Laidler 1987). If a mineral-water reaction is rate-limited by diffusion through water, then the $E_a$ is the activation energy of diffusion ($= 4-5$ kcal/mol); similarly, if the process is rate-limited by advection, then the $E_a$ is that of the kinematic viscosity and is slightly less than the value for diffusion (Berner 1978).

Values of the $E_a$ for dissolution of silicates are much larger than the $E_a$ for diffusion or advection. However, studies have shown that $n$ in Equation 1 or 5 can also be temperature-dependent, affecting the apparent $E_a$ (the $E_a$ observed when rates are compared for any pH$
eq 0$). According to Casey & Sposito (1992) and Brady & Walther (1992), for pH $< pH_{pzc}$, an increase in temperature will result in an increase in $n$ in Equation 5. The increased value of $n$ at higher temperature has been observed by experiments for silicates (e.g. kaolinite, Carroll-Webb & Walther 1990; inosilicates, Chen & Brantley 1998). For other minerals, however, controversy exists as to whether $n$ varies or remains constant with temperature [for albite, compare Hellmann (1994) and Chen & Brantley (1997); for orthosilicates, compare Casey et al (1993), Chen & Brantley (1999), and Rosso & Rimstidt (1999)]. For phases where $n$ increases with temperature, activation energies reported in Table 3 are larger than the observed $E_a$ for rates compared at any pH $> 0$. 
TABLE 3 Parameters for rate estimation for ortho- and inosilicates.

<table>
<thead>
<tr>
<th></th>
<th>Connectedness$^a$</th>
<th>$n_o^b$</th>
<th>$m^c(K)$</th>
<th>$E_{a}^d(kcal/mol)$</th>
<th>pH$_{ppzc}^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orthosilicates</td>
<td>0</td>
<td>0.5</td>
<td>0.0062</td>
<td>22</td>
<td>4.9–10.4</td>
</tr>
<tr>
<td>Single-chain Silicates</td>
<td>2</td>
<td>0.3</td>
<td>0.0088</td>
<td>21</td>
<td>5.9–8.5</td>
</tr>
<tr>
<td>Double-chain Silicates</td>
<td>2.5</td>
<td>0.3</td>
<td>0.0060</td>
<td>19</td>
<td>6.6–7.0</td>
</tr>
</tbody>
</table>

a. Number of bridging oxygens  
b. Reaction orders with respect to $H^+$ at 25°C  
c. Rate of change in $n$ with respect to temperature  
d. Activation energy of dissolution  
e. From the compilation by Sverjensky (1994). Note that some of these values are dependent on the model used for calculation (e.g. see Parks 1967).

Because $n$ can vary with temperature, two kinds of $E_a$ are cited in the literature: a pH-dependent activation energy, and a pH-independent activation energy (Brantley & Chen 1995). The pH-dependent activation energy, $E_a'$, is reported by investigators who determine the value of $E_a'$ based upon an Arrhenius plot of ln (rate at pH x) vs. 1/T. This $E_a'$ is valid only at the pH of measurement. The pH-independent $E_a$ (Equation 9) is determined from a plot of ln (rate constant) vs. 1/T. These two values of $E_a$ are not equal if $n$ varies with temperature. Where $n$ is independent of temperature, then $E_a' = E_a$.

For silicates where $n$ varies with T, the rate of change in $n$ can be modeled with a linear dependence on temperature:

$$ m = (n - n_o)(T - T_o) $$  \hspace{1cm} (10)

where $n_o$ is the value of $n$ at temperature $T_o$. Combining Equations 5, 9, and 10 and setting $T_o = 298.15$ K, a general rate equation for silicates can be written:

$$ r = k_o e^{E_a(R/2.303R)(1/298.15 - 1/T)(a_{H^+}(mT - 298.15) + n_o)} $$  \hspace{1cm} (11)

or

$$ \log r = \log k_o + [E_a/(2.303R)](1/298.15 - 1/T) - [m(T - 298.15) + n_o]pH $$  \hspace{1cm} (12)

where $k_o$ is the rate constant at 25°C and $n_o$ is the reaction order with respect to $H^+$ at 25°C. This rate equation is predicted to be valid for values of pH < pH$_{ppzc}$ for silicate minerals.

For feldspars (assuming $m = 0$ by analogy to albite), parameters for Equation 12 are summarized in Table 2. For these phases, $E_a$ is constant with pH. However, accepting the theoretical prediction that $n$ increases with temperature (Casey & Sposito 1992, Brady & Walther 1992) for orthosilicates and inosilicates, and using the data compiled for orthosilicates (Casey et al 1993, Westrich et al 1993, Chen & Brantley 1999) and inosilicates (Chen & Brantley 1998), the values of 0.0062,
0.0088, and 0.0060 K⁻¹ (see Table 3) can be chosen as representative values of \( m \) (Equation 10) for orthosilicate, pyroxene, and amphibole dissolution, respectively.

Values of \( E_a \) are still relatively poorly defined, and for the orthosilicates and inosilicates, variations in \( E_a \) as a function of composition and connectedness are not well known. A value of 22 kcal/mol is probably acceptable as an \( E_a \) for orthosilicate dissolution; this estimate is based on values measured by Casey et al. (1993), Westrich et al. (1993), and Chen & Brantley (1999). Literature data on the activation energy of dissolution for pyroxenes are inconsistent and range from 9 to 36 kcal/mol (Brantley & Chen 1995), but an estimated value of 21 kcal/mol (Table 3) can be used to represent the activation energy for the single-chain silicates. The only data available for double-chain silicates is for anthophyllite dissolution at temperatures of 25°C and 90°C (Chen & Brantley 1998). The value of 19 kcal/mol from that work is therefore chosen to represent the activation energy of double-chain silicate dissolution.

Using these parameters, dissolution rates of end-member and mixed cation ortho-, single-chain, and double-chain silicates predicted using Equation 12 are plotted against measured rates in Figure 7. Figure 7 shows that Equation 11 predicts rates within one to two orders of magnitude of measured rates for most ortho- and single-chain silicates. Such agreement is reasonable considering the large discrepancies in measured dissolution rates in the literature, which often differ by one or two orders of magnitude for the same mineral under similar conditions. The best predictions (generally within an order of magnitude) are made for the orthosilicates. The largest discrepancy for these phases occurs for the Ni-olivine composition (Westrich et al. 1993) and data for forsterite by Grandstaff (1980). However, the rates reported by Grandstaff (1980, 1986) are one to two orders of magnitude lower than the rates reported later for forsteritic olivine and other orthosilicates at similar temperature and pH conditions (e.g. Blum & Lasaga 1988, Sverdrup 1990, Wogelius & Walther 1991, Westrich et al. 1993, Chen & Brantley 1999). Some of this discrepancy may have been related to an erroneously measured BET surface area (as suggested by Murphy 1985; Wogelius & Walther 1991, 1992). Predictions are poorer for the pyroxenes and amphiboles. However, the rate equation provides model rates within a factor of 100 of measured values for most data for pyroxene dissolution. The lack of amphibole data makes evaluation of this model equation impossible, and parameterization of this equation should be seen as preliminary at best. For the orthosilicates and single-chain silicates, however, Figure 7 should allow distinction between consistent rate measurements and those that may be in error.

Table 3 can also be used to estimate \( E'_a \) at common values of soil pH. To calculate \( E'_a \) (pH = x) from \( E_a \) in Table 3, the estimated value of \( m \) is used in the following equation:

\[
E'_a(\text{at pH} = x) = (\log(k_2/k_3) + (n_2 - n_1) x)2.303 R/(1/T_2 - 1/T_1)
\]  (13)
In this equation, $x$ is the pH for which $E_a$ is calculated, $k_1$ and $k_2$ are rate constants for Equation 1 measured at two temperatures, $T_1$ and $T_2$, or calculated from Equation 12, and $n_1$ and $n_2$ are the values of $n$ for those two temperatures.

Electrolyte and Organic Chemistry of Dissolving Solutions

Often, groundwater or soil porewater chemistry differs from the chemistry of laboratory solutions used for kinetic experiments. Correcting for discrepancies in inorganic solution chemistry may revise dissolution estimates in the field by relatively small factors (typically < 5). The presence of dissolved alkali cations in solution has been observed to decrease the rate of dissolution of feldspars (Stillings & Brantley 1995). These workers modeled inhibition of feldspar dissolution by the presence of dissolved Na⁺ using a competitive adsorption model:

$$ R = kN_x \left[ \frac{K_{Na}a_{Na^+}}{1 + K_{Na}a_{Na^+} + K_{H}a_{H^+}} \right]^{0.5} \tag{14} $$
where $R$ is the dissolution rate (mol cm$^{-2}$ s$^{-1}$), $N_v$ is the density of adsorption sites, $K_H$ is the equilibrium constant for adsorption of $H^+$ at the mineral surface, and $K_{Na}$ is the equilibrium constant for adsorption of $Na^+$ at the mineral surface. Values for these parameters were summarized in the original article.

No such model for the effect of alkali cations in solution has been proposed for the dissolution of ortho- or inosilicates where the effect of differences in solution chemistry other than pH on rate has been generally reported as small (see Brantley & Chen 1995, Chen & Brantley 1999, and references therein). Similarly, no general model for the effect of anions in solution (other than $OH^-$) have been proposed, and the effect of inorganic anions may be minor on the rates of dissolution of both ortho- and inosilicates (see Brantley & Chen 1995, Chen & Brantley 1999, and references therein). It is probable, however, that increasing dissolved alkali salts in weathering solutions will generally result in decreased dissolution rates, although corrections will be relatively small.

The effect of dissolved Al has also been investigated for several phases. In general, dissolved Al inhibits dissolution of aluminosilicates (e.g. Gautier et al 1994, Brantley & Chen 1995), perhaps because of adsorption on the mineral surface. However, the inhibitory effect of dissolved aluminum may be larger at temperatures above ambient. Distinguishing the effect on dissolution of dissolved
aluminum from an affinity effect for rates of dissolution of aluminosilicate is controversial (e.g. Burch et al 1993, Lasaga et al 1994, Gautier et al 1994).

The effects of organic acids on alkali- and alkaline-earth-containing silicates has been studied by many workers, though experimental results are confusing. Most of the rate measurements have been completed with oxalic acid, a dicarboxylic acid found in soil solutions. Again, the most definitive work has been completed on feldspars: for example, Stillings et al (1996) reported experiments with a range of feldspar compositions, a range of pH, and a range of oxalic acid concentrations. The dissolution of feldspar increased by a factor of 2–15 in the presence of 1 mM oxalic acid, as compared to rates in inorganic solutions at the same pH. The factor of enhancement of dissolution rate in the presence of oxalic acid over the rate in an inorganic solution of identical pH did not vary as a function of feldspar composition at pH 3, but it may have shown an increase with increasing An content for dissolution at pH 5. The effect of organic acids on weathering of mafic rocks could be greater, therefore, than the effect on granitic lithologies (Drever 1994).
Drever (1994) has pointed out, however, that the effect of organic acids in accelerating the dissolution rates in nature is probably minor because of low concentrations of organics in soil waters. It is also important to note that high concentrations of organic acids occur in soils in cool climates, precisely where weathering rates might be predicted to be slower, based on a temperature effect. Tropical soils, such as the fast-weathering Rio Icacos watershed in Puerto Rico investigated by White & Blum (1995), contain little to no organic acids (Murphy et al 1998). However, some organic molecules such as siderophores are extremely strong chelates and may be important in affecting rates, even if present at extremely low concentrations (Liermann et al 2000).

Very little work has been completed to investigate the direct effect of dissolved CO$_2$ on silicate or oxide/hydroxide dissolution. Most laboratory workers have assumed that the effect of CO$_2$ on abiotic dissolution could be predicted based on the effect of the dissolved gas on the pH. For certain phases, however, carbonate complexation at the mineral surface might be important. Knauss et al (1993) reported that under alkaline conditions the release of Ca and Mg from diopside during dissolution was enhanced at $p$CO$_2$ < atmospheric, and they speculated that Mg and Ca surface sites were poisoned by carbonate complexation, similar to that observed for olivine (Wogelius & Walther 1991). Likewise, at pH 10 and 12, Xie (1994) postulated a surface Ca-carbonate complex to explain an observed decrease in silica release rate of wollastonite in the presence of ambient CO$_2$ by about two orders of magnitude as compared to CO$_2$-free NaOH solution. Carbon dioxide also adsorbs strongly to goethite surfaces (Russell et al 1975, Zeltner & Anderson 1988, Van Geen et al 1994), and carbonate complexation has also been used to model the effect of $p$CO$_2$ on hematite dissolution using the surface complexation theory (Bruno et al 1992). Complexation of carbonate at mineral surfaces, especially Fe- and alkaline-earth-containing minerals, may therefore affect dissolution rates. Whether the magnitude of these effects is large enough to be geochemically important is unknown. For example, Brady & Carroll (1994) measured the dissolution rates of augite and anorthite at pH 4 ($\pm$ 0.05) and saw no difference in dissolution rate as a function of $p$CO$_2$.

Brady & Carroll (1994) argue that enhanced levels of CO$_2$ in the atmosphere probably accelerates silicate weathering predominantly by acceleration of organic activity. They correctly point out that decreases in soil porewater pH with increased $p$CO$_2$ would have little effect on feldspar weathering at near-neutral pH, because feldspar dissolution rates are roughly independent of pH from 5 to 8. They also correctly point out that organic acids become protonated and less corrosive at lower pH, an effect that would mute the importance of lower pH resulting from high levels of $p$CO$_2$. However, it is worth pointing out that in tropical watersheds, very little dissolved organic matter is expected in soil water solutions, and the effect of increased $p$CO$_2$ for such systems could be significant.

**Chemical Affinity of Dissolving Solutions**

In discussing the effect of flushing rate earlier, we noted that increased flushing will speed up dissolution rate by affecting the affinity term, $1-c/c_{eq}$ (note that the
exact form of this affinity term is not well known). At equilibrium, the rates of dissolution and precipitation of a given phase must be identical. As a solution approaches equilibrium from the undersaturated side (as the affinity approaches zero), the rate of precipitation approaches the rate of dissolution, creating a decrease in the net rate of dissolution. Because of slow kinetics, few researchers have measured the rates of dissolution of rock-forming silicates under near-equilibrium conditions and ambient temperatures. However, Burch et al (1993) suggested that if the $\Delta G$ for albite dissolution was greater than about $-25$ kJ/mol at 80$^\circ$C, then albite dissolution showed a measurable decrease in dissolution rate. Burch et al suggest that dissolution where $\Delta G < -25$ kJ/mol occurs on the “dissolution plateau” where the rate is constant as a function of affinity. Only a handful of other workers have investigated the effect of affinity on dissolution (for a recent review, see Alekseyev et al 1997). These workers have suggested a variety of affinity terms for incorporation into rate models for oxide and silicate dissolution. Most models predict a dissolution plateau (rate independent of affinity) for undersaturated conditions and an approach to a net rate of zero at equilibrium.

Few researchers have calculated the affinity of weathering solutions. Velbel (1989) used stream and ground water chemistry data from two watersheds and concluded that the affinity term was not important in decreasing the rates of albite weathering in the Blue Ridge Mountains, North Carolina and in Czechoslovakia (Paces 1983, Velbel 1985). In effect, Velbel argued that dissolution in these sites occurs while solutions are in the “dissolution plateau” where rates are not affected by affinity. For these studies, increasing the flushing rate of the system would not be expected to increase the observed rates of weathering because dissolution occurs at the maximum rate already. Increased flushing should just dilute porewaters.

In contrast, Gislason & Arnorsson (1993) observed stream waters and ground waters in Iceland and concluded that in many cases where glass dissolution is significant, dissolution rates of olivine, pyroxene, and plagioclase are slowed because of the near-equilibrium conditions for the mineral phases. For such watersheds, increased flushing (higher rainfall) should increase the observed weathering rates, as Bluth & Kump (1994) reported for many Icelandic watersheds.

Although plagioclase is typically far from equilibrium in soil porewaters, as reported by Velbel (1989), soil porewaters usually reveal that potassium feldspar is closer to saturation in these waters, regardless of the climate and land use characteristics of the system (White 1995). Because feldspar dissolution rate decreases when close to equilibrium, the chemical affinity of soil porewater chemistry probably explains, at least partially, the lower rates of dissolution of potassium-containing feldspar as compared to plagioclase observed in field systems (Figure 2). Thus, the tendency for soils to retain potassium-feldspars while losing plagioclase-feldspars may be partially due to the fact that soil porewaters tend to be closer to equilibrium with respect to K-containing feldspars, as opposed to Na- and Ca-containing feldspars.
Reactive Surface Area of the Dissolving Phase

Models of weathering in the field and in the laboratory assume that the rate of interface-limited weathering is proportional to the surface area of the reactant mineral (e.g., see Equation 1). Mathematically, the so-called geometric surface area of particles can be calculated from the linear dimensions of the geometric shape of the particles. However, natural surface areas deviate substantially from such geometric models because of surface roughness and porosity. Models that use geometric surface area thus underestimate the total surface area.

For quantitative analysis of surface area for laboratory experiments, geochemists typically use the Brunauer-Emmett-Teller (BET) isotherm (Brunauer et al. 1938).

However, the measured surface area comprises both external and internal contributors. Gregg & Sing (1982) point out that the demarcation between the two types of surface area must necessarily be arbitrary, but they defined internal surface area as including all cracks or connected pores which are deeper than they are wide. Hochella & Banfield (1995) proposed that the portion of the surface over which a fluid can flow could be termed external, whereas the grain surface next to which stagnant fluid resides could be termed internal. Therefore, advection can control transport to and away from the external surface, while diffusion must be the transport mechanism for internal pore space.

Porosity has been observed or inferred from adsorption and observational data for both laboratory-ground and field-weathered silicates. In laboratory-ground samples, diopside, hornblende, and all compositions of feldspar except albite have been interpreted to contain internal surface area (Brantley & Mellott 2000). In field-weathered samples, porosity has been observed or inferred in quartz, potassium feldspars, plagioclase, and hornblende (Brantley et al. 1999, Brantley & Mellott 2000).

Although most dissolution rate studies have used BET surface area, the surface area measured from the dissolution rate of a solid powder, the reactive surface area (Helgeson et al. 1984), differs from the adsorption surface area (White & Peterson 1990). Reasons for the discrepancy may be chemical (e.g., all surface sites on the mineral may not be equally reactive) and physical (e.g., the presence of porosity, which may become transport-limited). Anbeek (1992, 1993) proposed that a distinction should be made between reactive surface area of naturally weathered versus laboratory-ground mineral grains. He argued that most of the new BET surface area created during natural weathering is relatively nonreactive, whereas laboratory-ground surface is highly reactive. Hodson (1999) has argued that much of the BET surface area for some alkali feldspars is a result of grinding-induced microporosity. If such induced surface area does react differently than the surfaces of weathered samples (see, for example, Lee et al. 1998), then the BET surface area is an inappropriate parameter to use for extrapolating interface-limited kinetics from laboratory to field (Lee et al. 1998, Brantley & Mellott 2000).

For example, if transport in and out of a pore is slow compared to interface-limited reaction within the pore, then solution chemistry in the pore will differ
from bulk chemistry. In the limiting case where an equilibrium assemblage is precipitated within the pore but not outside the pore, reaction inside the pore should be very slow and equal to transport (diffusion) out of the pore. In such a case, using the surface area of the pore to extrapolate interface-limited kinetics is inappropriate.

An additional problem in defining reactive surface area on natural samples is the observation that organic $\pm$ Fe $\pm$ Al $\pm$ Si coatings on natural mineral surfaces may dominate some surface properties (e.g. Davis et al 1993). Davis et al argued that the surface properties of natural quartz/feldspar sand from the glacial outwash of the Cape Cod aquifer (Massachusetts) differs from pristine silicate because of patchy coatings on the grains. Coston et al (1995) concluded that the coating fills surface irregularities that extend several tens of microns into the grain interior, and consists of partially crystalline and microcrystalline material. The exact proportion of the silicate surface that is occluded by the coating is therefore unknown; however, Yau (1999) has shown that this surface coating decreases the reactive specific surface area of the aquifer material by about an order of magnitude. This conclusion was based on the observation that removal of the coating caused the release rate of Si from a dominantly feldspar sample to increase by a factor of $\sim 10$, after normalization by surface areas. Nugent et al (1998) has shown that development of surface coatings on silicates happens very quickly in temperate soils, and that the coatings are often impossible to image using standard techniques of secondary electron or optical microscopy. If such coatings decrease the reactivity of the surface, then quantification of the chemistry and coverage of such coatings is necessary to predict natural rates of mineral weathering. Quantification of the reactive surface area in a field system—including accounting for the internal surface area and coating coverage—is one of the most difficult remaining questions in geochemical kinetics.

Important Biological Factors

Few workers have quantified the effect of microbiota or plants on rates and mechanisms of silicate weathering. Despite investigation of the effect of microorganisms on weathering in soil over many years (for a recent review, see Barker et al 1997), observations are generally qualitative rather than quantitative. Proposed mechanisms for dissolution of minerals by lichens, fungi, and bacteria include the use of microbially produced organic or mineral acids (Duff et al 1963, Keil & Schwartz 1980, Barman et al 1992, Bosecker 1993, Barker et al 1997), alkaline metabolites (Aristovskaya & Kutuzova 1968, Kutuzova 1973), polysaccharide slimes (Malinovskaya et al 1990), and chelates (Ullman et al 1996, Liermann et al 2000), as well as oxidation or reduction of metals in the mineral (Ivarson et al 1978, 1979, 1980; Rickard 1973). Almost all of these proposed microbial effects predict enhancement of field weathering rates rather than inhibition. Indeed, most studies emphasize the use of short-chain organic acids and the effect of lower pH and/or enhanced chelation (e.g. Robert & Berthelin 1986). For most minerals,
both a decrease in pH and chelation should increase the weathering rate (White & Brantley 1995). A decrease in weathering rate resulting from microbial action would be hypothesized only for microbial systems excreting alkaline metabolites such as ammonia, certain polysaccharide slimes (Welch & Vandevivere 1994), or arming crystalline coatings (Urrutia & Beveridge 1994). Presumably, however, the overall effect of microbiology on weathering is an increase in the dissolution rate over purely inorganic systems.

The effects of plants on weathering incorporates both chemical and physical effects. The chemical effects are especially related to the production of organic acids, which affect soil water pH, and which can, in many cases, chelate metal ions and enhance dissolution. Quantification of the impact of excretion of such acids is particularly complex in the presence of plants because microenvironments with bacterial communities are created around plant roots often with associated bacterial communities. In addition, plants typically increase the $pCO_2$ of a soil through direct and indirect processes. However, most authors have concluded that the overall effects of these chemical factors will be less than a factor of 10 in the weathering rate (e.g. Drever 1994).

Plants have an additional effect on physical factors in the weathering environment: plants bind fine particles to the soil, thus increasing the surface area exposed to soil porewaters. They also increase the residence time of water in soil systems, increase evapotranspiration, and increase permeability in some soils. Drever (1994) concludes that, in regimes with thin soils where mineral dissolution limits weathering, plants increase the weathering rate as a result of increased contact time and surface area. In contrast, in regimes where mechanical erosion limits weathering fluxes, the precipitation of secondary phases and the development of a deep regolith (both of which are encouraged by plants) will decrease or leave unchanged the chemical weathering rates.

## CONTROLS ON CHEMICAL EROSION

Chemical erosion is the process whereby the dissolved products from chemical weathering are transported from the weathering environment to sites of eventual precipitation and removal with sediments. It is quantified as the product of stream concentration and discharge. In this sense it is distinguished from chemical weathering (the process of mineral dissolution in the soil environment), though the terms are often used interchangeably. The framework for considering the controls on chemical erosion at the watershed to global scale was established by Stallard & Edmond in a series of classic papers on the Amazon drainage basin (Stallard & Edmond 1981, 1983, 1987; Stallard 1985). They taught us that traditional indicators of rapid chemical weathering, e.g. thick, cation-depleted soils, were instead indicative of just the opposite: very low rates of chemical weathering at present. The potential for chemical weathering in tropical climes is high because soils remain warm and wet; however, the establishment of a thick soil mantle in
environments undergoing little physical disturbance prevents the interaction between soil waters and fresh bedrock. As a result, the bulk of the chemical load in the Amazon is derived not from such regions low in the Amazon basin, but rather from high in the Andes where soils are thin and immature. Stallard & Edmond identified two end-member states for the controls on chemical erosion: the so-called transport-limited and weathering-limited erosional regimes.

Weathering and Transport Limitation

Transport-limited watersheds have thick, mature soils in which most of the primary minerals (e.g. feldspar, hornblende, and mica) have been altered to secondary minerals, depleted in soluble cations (Ca$^{2+}$, Mg$^{2+}$, Na$^+$, K$^+$). Hydrologically important flowpaths travel through this cation-depleted soil without interacting with bedrock, so the streams are especially dilute. In these cases, the flux of dissolved ions is limited by the inability of these systems to erode the soil mantle and bring fresh, unaltered minerals in contact with through-flowing soil waters.

In contrast, soils in high-relief regions are thin. Rainwater percolates readily to the bedrock-soil interface, where it interacts with fresh minerals. Water and soil residence times are short, so the minerals more susceptible to dissolution come to dominate the stream chemistry.

Overall, transport-limited streams tend to be characterized by low rates of chemical erosion, limited by the rate of physical erosion of the soil mantle (which itself may be limited by slow or negative rates of surface uplift). Chemical erosion in weathering-limited regions, on the other hand, is rapid and limited by the factors that control mineral dissolution rates, including mineralogy, water supply (net precipitation), soil-water pH, and temperature.

Clues from Ge/Si Ratios

An important question is raised in this context: Is the global chemical erosion rate weathering-limited or transport-limited? One approach to answering this question is to consider the relative concentrations of germanium (Ge) and silicon (Si) in the world’s rivers. Ge and Si have very similar but not identical geochemical behaviors, and thus have been used in the same way as isotopic ratios to elucidate geochemical processes (e.g. Froelich et al 1985, Mortlock & Froelich 1987, Murnane & Stallard 1990). During incongruent silicate mineral dissolution, which is characteristic of weathering-limited regions, Ge is preferentially incorporated into secondary soil minerals (clays). Streams draining such regions therefore tend to have Ge/Si ratios smaller than those of the primary minerals being dissolved. The more complete dissolution of primary minerals in transport-limited regions, coupled with the dissolution of Ge-rich secondary clays transported from the upper, weathering-limited part of the watershed, leads to Ge/Si ratios that can equal or even exceed that of the primary minerals. Therefore, the Ge/Si ratio of rivers is a fair indicator of the relative importance of weathering versus transport limitation.
The transport-limited regions of the Amazon basin have Ge/Si ratios of approximately $1.7 \times 10^{-6}$, whereas the weathering-limited streams of the Andes have Ge/Si ratios as low as $0.42 \times 10^{-6}$. If we compare these end-member ratios to the globally averaged river ratio provided by Mortlock & Froelich (1987) of $0.6 \times 10^{-6}$, we see that chemical erosion by the world’s rivers is strongly weathering-limited.

**Temperature Versus Rainfall as Controls on Chemical Erosion**

The conclusion that chemical erosion at the global scale is weathering-limited has important implications for our discussion of what controls atmospheric $p$CO$_2$ and climate. What this means is that the factors that control soil mineral dissolution (temperature, rainfall, soil solution pH, mineralogy, mineral surface area, and chelate concentration) are what control global CO$_2$ consumption rates—not the rate of uplift and soil erosion. This assertion is in stark contrast to the position of Edmond and colleagues (e.g. Edmond et al 1995, Huh & Edmond 1999, Edmond & Huh 1997), who have argued repeatedly for the premier importance of tectonics. Clearly, chemical erosion rates would increase if regions presently categorized as transport-limited were subjected to uplift and physical erosion, but this would simply make the world, as a whole, more weathering-limited.

**Precipitation/Runoff** Presuming that there are climatologic controls on global weathering, we would still like to know whether net precipitation or temperature is the more important climatic variable. A critical observation in this regard is that the chemical flux of dissolved material for most rock-derived elements and for most rivers increases with discharge, because concentration doesn’t follow a simple dilution trend with increasing flow (Holland 1978, Bluth & Kump 1994; Figure 6). This indicates that increases in water delivery to most large watersheds do not result in simple dilution; watershed chemical yield increases with discharge, but the increase is logarithmic (some dilution occurs). Ultimately, at very high discharge, the maximum yield of a watershed is reached, and further increases lead to simple dilution.

A more detailed look at river compositional and hydrological data compiled for basalt catchments from around the world (Bluth 1990, Bluth & Kump 1994) reveals some interesting consistencies that we do not yet fully understand (Figure 8, Table 4). Each of the major dissolved constituents (K, Na, Ca, Mg, HCO$_3$, total dissolved solids, and SO$_4$) displays a plateau concentration at low runoff, a break to the data in this upper envelope at a runoff value of around 1 cm/yr, and a region of dilution at higher runoff values (up to ~1,000 cm/yr) in which the upper envelope slopes downward with a slope of ~0.5 in log-log terms. Silica behaves somewhat differently (Table 4); its breakpoint appears to be at a slightly higher runoff (~3 cm/yr), and its dilutional slope is also considerably shallower than that of the other species (~0.1 in log-log terms).
Figure 8  Concentration-discharge relationships for monolithologic basalt catchments of the world. Data are shown for Ca, Mg, K, Na, SO$_4$, and total dissolved solids (TDS). Source of data is Bluth (1990).
Figure 8 Concentration-discharge relationships for monolithologic basalt catchments of the world. Data are shown for Ca, Mg, K, Na, SO₄, and total dissolved solids (TDS). Source of data is Bluth (1990).
Figure 8  Concentration-discharge relationships for monolithologic basalt catchments of the world. Data are shown for Ca, Mg, K, Na, $SO_4$, and total dissolved solids (TDS). Source of data is Bluth (1990).
TABLE 4  Characteristics of concentration/runoff relationships for basalt catchments (refer to Figure 8; after Bluth 1990).

<table>
<thead>
<tr>
<th>Element</th>
<th>Plateau concentration (ppm)</th>
<th>Plateau breakpoint (cm/y)</th>
<th>Slope beyond breakpoint (ΔlogC/ΔlogR&lt;sub&gt;b&lt;/sub&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>10</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>Na</td>
<td>60</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>Ca</td>
<td>70</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>Mg</td>
<td>20</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>HCO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>200</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>TDS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>600</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>80</td>
<td>1</td>
<td>−0.5</td>
</tr>
<tr>
<td>Si&lt;sub&gt;2&lt;/sub&gt;O</td>
<td>40</td>
<td>3</td>
<td>−0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>a. concentration (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b. runoff (cm/y)</td>
</tr>
<tr>
<td>c. total dissolved solids (ppm)</td>
</tr>
</tbody>
</table>

The plateau concentrations for bicarbonate and silica may represent saturation of river waters with calcite and moganite (a silica polymorph), respectively (Heaney & Post 1992, Gislason et al 1996, Gislason & Arnorsson 1993, Bluth & Kump 1994). The plateau concentrations for K, Na, and Mg may also represent saturation with secondary phases under the low-flow conditions represented by runoff values of less than 1 cm/y (Gibbs 1970, Garrels & Mackenzie 1967).

The dilutional slope of −0.5 (log-log) for all species except silica means that their concentration decreases with the square root of the runoff. We can offer no elegant explanation for the slope of this relationship. It does indicate that some buffering of concentration occurs, perhaps by ion exchange in soils, as the supply of water to the weathering environment increases. An important role for ion exchange in soils, insofar as regulating river composition and elemental flux, has been indicated by the relationships among the dissolved constituents in streams (Drever 1988, Bluth & Kump 1994) and implicated as a buffering mechanism for soil waters (Gwiazda & Broecker 1994, Berner et al 1998). Another explanation for the shallow dilutional trend for silica is that dissolution rates of primary minerals increase or precipitation rates of secondary minerals decrease as net precipitation (and ultimately runoff) increases, because soil waters become more undersaturated with respect to these phases (e.g. Gislason et al 1996). The shallow dilutional trend for silica may then reflect faster dissolution of secondary or biogenic silica phases under wet conditions.

Temperature  The dependence of elemental flux on temperature has been more difficult to demonstrate. The fundamental problem with attempts to extract a temperature dependence from field data at the watershed scale is the co-dependence of other factors that affect weathering with mean temperature—
namely, precipitation and evaporation, vegetation cover, and the extent of prior soil development and cation leaching. Such factors can dominate chemical erosion, and in many cases may act to reduce rather than accelerate it. For example, Icelandic streams exhibit higher chemical erosion rates at a given stream discharge than do Hawaiian streams (Bluth & Kump 1994). At some point in the past, these Hawaiian streams were probably yielding a higher chemical load as the soils were developing. Now, however, the soils are highly leached and unable to support high chemical yields. In contrast, Icelandic soils are relatively immature, and weathering may be enhanced by the presence of fractured basalt (Berner & Berner 1997).

Despite these problems, indications that temperature plays a role in determining rates of chemical erosion do exist. For example, Meybeck (1980) found that the Si concentration of streams increases with the annual average temperature of some French watersheds. Presuming that these results are not simply the result of concentration via evaporation (White & Blum 1995) or dilution due to higher discharge in the cooler environments (no discharge data were given), this increase in concentration with temperature supports a temperature feedback. However, Meybeck’s observations have been alternatively interpreted as the result of the tendency for silica-rich clays to form in the cooler watersheds, which reduces the supply of silica to streams, and of the tendency for silica-poor clays to form in warmer regions, which increases the dissolved silica concentrations in streams draining them (Berner & Berner 1996).

Velbel (1993) used a clever approach to isolate the effects of temperature on weathering in a study of watersheds draining the Blue Ridge Mountains of the eastern United States. Two adjacent watersheds were chosen for their lithological and climatic similarity but their differing mean elevation—one centered at 849 m and the other at 1019 m above sea level. Velbel (1993) found that the lower elevation watershed had a larger chemical yield, which he attributed to the slightly warmer mean annual temperature of that watershed (11.7°C vs. 10.6°C). In conjunction with these temperature estimates, he was able to calculate an activation energy for the weathering reactions (18.4 kcal/mol) that was significantly higher than those determined in laboratory experiments; this suggested a strong temperature feedback on chemical erosion.

There are some reasons why this study in itself should be considered suggestive, rather than conclusive, in terms of a field demonstration of a temperature effect. The two watersheds, though differing in mean elevation, overlapped in their range of elevations; it is unknown where in these watersheds the bulk of weathering was occurring. Moreover, estimated atmospheric lapse rates, rather than actual climatological data, had to be used to estimate average temperatures. Soils in these areas are thick (averaging 6 m), which indicates that these catchments are not typical of weathering-limited regimes where temperature dependence is predicted. Therefore, the results need to be confirmed by other similar studies.
Berner et al (1998) argue that seasonal fluctuations in major ion and silica concentrations in soil waters draining experimental plots in the Hubbard Brook, New Hampshire watershed result from seasonal temperature cycles—which modulate ion-exchange equilibria and biogenic acid production—rather than from fluctuations in water discharge. Soil waters apparently reach ion-exchange equilibrium quickly (on the time scale of individual rain events), so that the tendency for dilution under high flow (or concentration during periods of net evapotranspiration) is obscured. Because stream waters commonly exhibit dilutional responses to increased flow (e.g. Miller & Drever 1977, Richards 1999), hydrological factors may become more important at the larger scale of natural watersheds.

The relationship between elevation and chemical weathering has the potential to reveal a temperature effect, although other factors that correlate with elevation—including relief, rainfall, soil thickness, and vegetation cover—emerge as important determinants. Elevation itself has no direct effect on chemical weathering. Drever & Zobrist (1992) reported a strong trend in chemical erosion with elevation in a study conducted in the Swiss Alps. These granitic gneiss catchments had similar slopes and soil mineralogies, but differed in mean elevation (from 360 m to 2,400 m); annual average temperature (no values given); vegetation coverage (from deciduous forest at low elevation, through coniferous forest and alpine pasture, to bare rock and talus at the highest elevations); soil thicknesses that decreased from about 1.5 m at low elevations to zero at high elevations; and precipitation (ranging from 1.9 m/y–2.4 m/y; elevation trend not given). These differences conspired to cause an exponential decrease in chemical yield (e.g. based on alkalinity fluxes) with elevation. The authors ascribed most of the twenty-fold decrease in alkalinity yield to longer residence times for soil waters in the lower elevations; soils act as a sponge for precipitation, increasing moisture availability for mineral dissolution. Apparently, the rate of mineral dissolution is limiting the flux at higher elevations because through-flowing waters have little time to interact with soil minerals. This indication of weathering limitation is consistent with the authors’ interpretation based on the fact that soils are thin throughout the study area. Berner (1994) interprets these data in a somewhat different fashion, concluding that vegetation cover is an equally important factor, perhaps responsible for as much as a seven-fold increase in chemical erosion rate.

In contrast, an increase in soil development and leaching with elevation has been documented for the Sierra Nevada mountains of California (Dahlgren et al 1997). Here, rainfall amounts correlated with elevation. Higher precipitation at higher elevation creates a more leached soil dominated by aluminum and iron oxides. At lower elevations, more cation-rich soil minerals are present. No stream data are available from this study to assess whether the maturity of the soil affects the riverine flux of the elements.

Given that the extent of soil development may be obscuring the temperature effect, there are two ways to proceed. One is to study only weathering on bare rock, and the other is to try to isolate the temperature effect using multivariate
MODELS OF CHEMICAL WEATHERING AND EROSION

So far we have explored the connection between climate variables and weathering rate. In theory, however, weathering also provides a negative feedback to climate on the long term (Walker et al. 1981). Because atmospheric carbon dioxide concentration is expected to have been the primary control on global climate, at least during the Phanerozoic (e.g. Berner 1998), the consumption of carbon dioxide during weathering therefore helps regulate $p\text{CO}_2$.

Models of the role of weathering on the global carbon cycle have traditionally separated the organic carbon cycle from the inorganic carbon cycle or the carbonate-silicate cycle. The long-term organic carbon cycle involves the burial in sedimentary basins of the small fraction of photosynthesized organic carbon
that survives decomposition in soils, ocean waters, and marine sediments, as well as its weathering upon exposure in terrestrial environments undergoing exhumation and erosion. The carbonate-silicate cycle, on the other hand, involves the consumption of atmospheric CO₂ during the weathering of silicate rocks, which is thought to be balanced on long time scales by the release of CO₂ from volcanoes and metamorphic zones.

Mass Balance in the Modern Carbonate-Silicate Cycle

The riverine alkalinity flux directly reflects the consumption of atmospheric CO₂ during chemical weathering. The fraction of this flux originating from silicate weathering represents a long-term sink for atmospheric CO₂ that is balanced by the net release of CO₂ from volcanism and metamorphism, and from the excess of oxidative weathering of organic carbon over deposition. Generally, it is thought that deposition of organic carbon is equivalent to the oxidation flux; however, periodic imbalances in the organic-carbon subcycle are potentially large, and can be estimated using the carbon isotopic record (Lasaga et al 1985, Berner 1994, Kump & Arthur 1997). Nevertheless, much of the modeling that has been done to date has focused on the carbonate-silicate cycle, rather than the organic-carbon cycle, partly because the identification of negative feedbacks in the organic carbon cycle has been an elusive goal (c.f. France-Lanord & Derry 1997, Raymo 1997, Follmi 1995, Delaney & Fillippelli 1994, Worsley et al 1988). Because this is to be a review with extensions of recent work, our primary focus is on the carbonate-silicate cycle.

There has been considerable interest in assessing the mass balance in the modern carbon cycle, and some estimates have included the long-term carbonate-silicate cycle. Typical estimates of the annual amount of carbon consumed during silicate weathering range between 6 and 6.6 Tmol y⁻¹. If we take the reasonable median estimates of present-day CO₂ degassing associated with subaerial (ca. 1.5 Tmol y⁻¹) and submarine (ca. 2.5 Tmol y⁻¹) volcanism, we find that the flux is about two-thirds of that needed to balance the carbon cycle (Varekamp et al 1992, Arthur 1999). However, it has also been suggested that alteration of oceanic crust represents an additional carbon sink of 2–3 Tmol y⁻¹ over that required for subaerial weathering (Staudigal et al 1989). Estimates for the ocean crustal alteration carbon sink have been raised subsequently to 3.7 Tmol y⁻¹ (Varekamp et al 1992). If the latter estimate is valid, the basalt alteration source would demand all of the estimated midocean ridge carbon flux and more, and would increase the total CO₂ outgassing flux required to balance the carbon cycle to about 10 Tmol y⁻¹. In other words, the metamorphic-hydrothermal flux would have to be 6 Tmol y⁻¹, assuming a total volcanic flux of 4 Tmol y⁻¹ given above. These fluxes are nearly the same as the estimated amounts of organic carbon oxidized and deposited annually (10 Tmol y⁻¹). These uncertainties mean that we cannot conclusively determine whether the modern-day carbonate-silicate cycle is balanced. On the other hand, the fluxes yield a response time that is on the order of 10⁵ y for the
ocean-atmosphere carbon reservoir, much longer than is of concern to a society coping with the consequences of fossil-fuel burning. However, small imbalances with respect to the uncertainty of these estimates can generate large excursions in atmospheric $p\text{CO}_2$ if they persist for hundreds of millennia or longer. We will explore this possibility in the final section of this paper.

Globally Averaged Box Models

Although a number of numerical modeling experiments of varying complexity have been performed on the carbonate-silicate cycle, the gist of the approach is well expressed by an equation presented by Edmond et al (1995):

$$\frac{d}{dt} p\text{CO}_2 = \bar{\varnothing} - (k \cdot A_{cs} \cdot p\text{CO}_2)$$  \hspace{1cm} (15)

where $\varnothing$ is the flux of CO$_2$ from volcanoes and metamorphic zones, $k$ is a rate constant, and $A_{cs}$ is the effective area of exposure of fresh minerals (relative to today). This equation states that the rate of change of atmospheric $p\text{CO}_2$ is determined by the magnitude of the imbalance between the rate of addition of CO$_2$ to the atmosphere through volcanism/metamorphism and the rate of removal through weathering. Moreover, it states that the rate of weathering is functionally dependent on the amount of fresh silicate mineral surface available for weathering and on atmospheric $p\text{CO}_2$. If atmospheric $p\text{CO}_2$ rises, the weathering rate increases; if it goes down, the weathering rate decreases. This creates a negative feedback loop (Figure 1) that is potentially capable of stabilizing atmospheric $p\text{CO}_2$ on long time scales.

A debate has been raging about the efficacy of this climate weathering feedback; the main proponent is Robert Berner of Yale University, and the main opponent is John Edmond of the Massachusetts Institute of Technology. Edmond et al (1995) used Equation 15 in an argument for the paramount importance of tectonics, as reflected in the term $A_{cs}$, in the regulation of atmospheric $p\text{CO}_2$. Uplift generates relief, which facilitates the removal of the cation-depleted soil mantle; this enhances the interaction between surface waters and primary minerals. They claim that this reasoning contrasts with that of Walker et al (1981) and Berner et al (1983), which focuses “on the level of atmospheric CO$_2$ as the driving agent of chemical weathering” (Edmond et al 1995). However, their formulation (Equation 15) does state that the weathering rate is linearly dependent on atmospheric $p\text{CO}_2$, which is a considerably stronger sensitivity than the logarithmic relationship proposed by Walker et al (1981) or Berner et al (1983).

Edmond et al (1995) do not elaborate on the mechanism they envision that links weathering to atmospheric $p\text{CO}_2$, and whether it is direct or indirect. The initial Walker et al (1981) treatment used early laboratory experiments of the direct effects of CO$_2$ in accelerating weathering to parameterize the weathering flux. In more recent experiments cited in the previous section, increased $p\text{CO}_2$
has been shown to affect (decrease) dissolution of some Mg- and Ca-containing silicates only at high pH. Berner et al (1983) recognized that the major effect of CO₂ on weathering was probably indirect, and involved the greenhouse effect of atmospheric pCO₂ on temperature and net precipitation. Part of the argument for an indirect effect is the observation that soil atmospheres tend to have partial pressures of CO₂ that are 10–100 times the atmospheric value (Amundson & Davidson 1990) as a result of root respiration and microbial decomposition. Thus, the pCO₂ of the weathering environment is determined by soil biological activity, not by atmospheric pCO₂. However, atmospheric pCO₂ can affect soil biological activity, through its direct effect on plant productivity (Volk 1987, Kump & Volk 1991, Berner 1994, van der Sluijs et al 1996) and its indirect effect on temperature and moisture availability. Any connection between CO₂ and weathering must therefore be indirect. Whatever the nature of the relationship, the key point is that for steady state to be established, weathering rates must be sensitive to atmospheric pCO₂.

The importance of tectonics as a forcing factor was taken up by Berner in his later modeling (Berner 1994). Thus, despite arguments to the contrary (Edmond & Huh 1997, Berner & Caldeira 1997), the two schools of thought are in fact one: tectonic factors such as volcanism, uplift, and exposure affect atmospheric pCO₂, but ultimately the stabilizing influence is the sensitivity of weathering rates to atmospheric pCO₂. Increases in relief in tectonically active regions of the world increase Aₑ, and thus cause CO₂ draw-downs. The attendant climate change reduces chemical weathering rates elsewhere, returning the carbonate-silicate cycle to steady state (Kump & Arthur 1997).

Geographically Resolved Models

The models discussed so far are zero-dimensional in that their state variables are global averages. Very few attempts have been made to resolve spatial variations in chemical erosion and CO₂ consumption rates—and thus the geographical complexity of the weathering-climate connection—either for the present day or the geological past. To do so requires additional information on the geographic distribution of the types of rocks undergoing weathering (Bluth 1990, Bluth & Kump 1991) and of the factors that influence chemical weathering and erosion (Bluth 1990).

Probst and colleagues have been developing techniques for assessing weathering-associated CO₂ consumption rates for specific basins for which lithological distributions can be estimated (Amiotte-Suchet & Probst 1993, Probst et al 1994, Ludwig et al 1996, Boeglin & Probst 1998). This involves establishing empirical relationships between riverine alkalinity flux and the temperature, runoff, and lithology of watersheds, a task also undertaken by Bluth & Kump (1994). The empirical relationships seem to work quite well in a predictive mode. For example, Gaillardet et al (1995) found that empirical relationships from Bluth & Kump...
(1994) were accurate predictors of bicarbonate and silica yield from the Congo river basin.

These groups extended their approach to the global scale, and the results have demonstrated the importance of adding a spatial dimension to global geochemical models. Gibbs & Kump (1994) and Ludwig et al (1998) have used flux-runoff relationships and various sources of climatological and lithological data to estimate chemical erosional fluxes for the world’s rivers, both for the present day and the last glacial maximum (21–18 k.y.). On the Quaternary time frame, the potentially conspiratorial effects of changes in climate and exposure are not well realized. However, Gibbs & Kump (1994) did find that the potential reduction in chemical erosion under glacial maximum conditions—as a result of ice-sheet coverage of much of North America and northern Europe and a general reduction in Northern Hemisphere runoff—was offset by exposure via sea-level fall in lower latitudes of less resistant carbonate lithologies. Sloan et al (1997) used global climate model output and the lithological maps of Bluth & Kump (1991) to simulate the spatial distribution of Eocene weathering rates. Although the climate model results suggested that Eocene river discharge was enhanced, chemical erosion rates were lower than they are today because of a smaller area of exposure of more easily weathered lithologies. Most recently, Gibbs et al (1999) have used this approach to study chemical erosion rates from the Triassic to the Recent, using output from an atmospheric general circulation model run for a suite of paleocontinental configurations and atmospheric pCO₂ levels. They find that the largest determinant of secular changes in chemical erosion is changes in global runoff brought about by continental drift. The Triassic, a time of supercontinent assembly, was arid and dominated by internal drainage, and exhibited the lowest chemical erosion rates; however, the opposite was found for the later Mesozoic, a time of continental dispersal. This comparison holds for a variety of specified atmospheric CO₂ concentrations, which suggests that continental size and position are the major determinants of the intensity of the continental hydrological cycle.

This relationship between continentality and runoff is well known, and has been used in predictions of paleorunoff in the past (Tardy et al 1989). It suggests, however, that the balance between global silicate weathering (CO₂ consumption) and CO₂ release by volcanism may be achieved in part through their common dependence on the Wilson cycle of continental assembly and dispersal (Gibbs et al 1999).

A significant difference between the geographically resolved models and the global models is that the former calculate weathering rates as functions of prescribed climates (either the modern observed climate or paleoclimates modeled using global climate models), whereas in the globally averaged models, global climates and weathering rates are solved simultaneously and co-evolve in response to external forcings. Such coupling is presently not feasible for the geographically resolved models.
THE GEOLOGIC RECORD OF CLIMATE—WEATHERING FEEDBACK

Because the size of the ocean-atmosphere carbon dioxide reservoir today is about $3.8 \times 10^6$ Tmol, one would expect that a relatively small ($<1$ Tmol y$^{-1}$) imbalance in either the outgassing/weathering or organic-carbon oxidation/deposition subcycles would, on a scale of $10^6$ years, produce substantial changes in atmospheric $pCO_2$. Thus, if major changes in volcanic-metamorphic outgassing have occurred in the past, we expect that the weathering feedback would certainly have operated in order to prevent major excursions in $pCO_2$ and climate from occurring (Berner & Caldeira 1997). An interesting alternative to the climate-weathering feedback is the putative reverse weathering buffer, i.e. the equilibration of the ocean with K, Na, Mg, and Ca-rich silicate minerals formed during early diagenesis. Reverse weathering has been proposed as a buffer for seawater composition, including its pH and alkalinity (Sillen 1961, Mackenzie & Garrels 1966). As McCauley & DePaolo (1997) point out, although it was popular in the 1960s and 1970s, this equilibrium concept was abandoned in favor of the dynamic model of seawater composition typified by the Berner et al (1983) BLAG model. This happened for various reasons, including the fact that widespread authigenic, cation-rich clays were not to be found. Interest in reverse weathering has been renewed following the work by Michalopoulos & Aller’s (1995) work on the Amazon delta sediments (Mackenzie & Kump 1995, McCauley & DePaolo 1997). A schematic of the reverse weathering process is as follows (Mackenzie & Kump 1995):

$$\text{degraded aluminous clays} + \text{aqueous silica} + \text{iron oxide} \nonumber$$
$$+ \text{organic carbon} + (K^+, Na^+, Ca^{2+}, Mg^{2+}) + HCO_3^- \nonumber$$
$$= \text{authigenic clay} + \text{CO}_2 + \text{water.} \quad (16)$$

If the ocean is indeed buffered with vast amounts of authigenic clays, then substantial imbalance in the carbon cycle could be compensated for by adjustments in the cation-content of the clays. For example, an interval of intense volcanism and release of $CO_2$ would release cations from authigenic clays back into solution, converting aqueous $CO_2$ to $HCO_3^-$ and thus providing a sink for the volcanic $CO_2$. McCauley & DePaolo (1997) estimate this buffer as being six times larger than the carbonate system in the oceans. Thus, it could accommodate significant imbalances in the carbon cycle for periods of up to millions of years rather than hundreds of thousands of years—though it is unclear whether it has the capacity to offset the effects of 40 million years of Himalayan mountain building. Moreover, the overall reaction for silicate weathering/reverse weathering is much like that for carbonate weathering, in that it provides no net sink for $CO_2$ on the long term. $CO_2$ is consumed in the weathering of primary minerals, and in the process, bicarbonate and dissolved cations are released to soil solutions and quickly trans-
ported to the ocean. On time scales ranging from similarly short periods to many millions of years later, the degraded solid products (clays) are eroded and transported to the ocean, where reverse weathering potentially takes place. Reacting with silica, iron oxides, organic matter, soluble cations, and bicarbonate, these degraded clays are transformed into cation-rich clays, and in the process carbon dioxide is released. Thus, on the time scale of soil residence times (millennia to millions of years) there is no net effect of silicate weathering and reverse weathering on the alkalinity and CO₂ balance of the ocean-atmosphere system.

Although Earth’s climate has alternated on longer time scales during the Phanerozoic between greenhouse and icehouse climates (e.g. Fischer 1982), the lack of evidence for runaway climatic states suggests that the climate-weathering feedback is effective overall (e.g. Berner & Caldeira 1997, Berner 1998). Nonetheless, variations in continental area, continental distribution with respect to climatic zones, exposure of silicate rocks with respect to other rock types, relative importance of tectonic uplift and average soil thickness, pCO₂, and global climate regime are all factors that must be considered as possibly impacting the effectiveness of weathering over geologic time. These and other events such as the timing of the rise and spread of vascular plants are all factors that may have induced significant variations in the susceptibility of the land surface to chemical erosion (its weatherability). In the next section, we explore a few examples of both effective and ineffective weathering-climate feedback in the geologic record.

How Would We Detect Variations in Weathering Intensity in the Geologic Record?

Most of the possible geochemical proxy indicators of weathering intensity on the continents are monitors of changing ocean chemistry that leave a sedimentary record. These include variations in radiogenic isotope ratios (²⁷/²⁶Sr, ¹⁴³/¹⁴⁴Nd, ¹⁸⁷/¹⁸⁶Os) recorded by carbonate and phosphate minerals precipitated from seawater, global carbonate burial rate variations, variations in global opal/chert deposition, and elemental ratios such as Ge/Si. All of these reflect either changes in fluxes of dissolved species delivered by rivers or changes in mean composition of riverine dissolved components. However, these are not infallible indicators of changing weathering fluxes; this is because of the assumptions that must be made when interpreting them, not to mention the difficulty in locating pristine, unaltered samples for analysis.

Many of the elemental and isotopic ratios recorded by minerals precipitated from seawater represent a mean of two or more inputs. For example, the strontium isotope mass balance for seawater must take into account the more radiogenic strontium supplied by rivers—which represents weathering of rocks with widely varying strontium isotope signatures—and the isotopic imprint of hydrothermal exchange of strontium at mid-ocean ridges. Although the isotopic composition of the hydrothermal strontium is probably reasonably constant through time because of the relative constancy of the ⁸⁷/⁸⁶Sr in mid-ocean ridge basalts, the hydrother-
mal Sr flux to seawater almost certainly is not constant. Any interpretation of changing Sr isotope ratios in seawater through time (Figure 9) must take into account possible variations in this flux. Most quantitative models of the Sr isotope record (e.g. Kump & Arthur 1997) assume that the hydrothermal flux is scaled linearly with rates of ocean crust production. Although such an assumption is not unreasonable, we simply do not know how the flux would vary with changing

Figure 9  (A) Possible history of atmospheric carbon dioxide concentrations (pCO₂ relative to the present) for the Phanerozoic from the GEOCARB II model of Berner (1994). The dark curve is Berner’s preferred scenario, whereas the bounding curves represent the range of estimates based on different boundary conditions for simulations. (B) A strontium isotope curve for marine carbonates (after Denison et al. 1998). The width of the curve represents an estimate of the uncertainty in determining the ⁸⁷⁶Sr ratio from available data.
crustal production. In addition, there is no way to know the history of rates of oceanic crustal production in detail beyond about 150 Ma, because of the progressive destruction of older seafloor by subduction. Nonetheless, one might attempt to constrain hydrothermal contributions using Li/Ca ratios in carbonates (e.g. Delaney & Boyle 1986).

With respect to weathering, changing seawater Sr isotope values could reflect either increasing flux of riverine strontium of constant Sr isotopic ratio, or a change in the mean Sr isotopic ratio of riverine Sr. In this regard, few studies of seawater Sr isotope variation have considered that the Sr isotopic composition of what was weathered changed, as opposed to a changing Sr flux from weathering. For example, the rapid increase in the seawater $^{87}/^{86}$Sr ratio in the Neogene (Figure 9) led Raymo et al (1988) to posit a relationship between uplift of the Himalayas (see discussion later in this section) and an increase in weathering rate and climatic cooling. However, subsequent workers have argued that the increase in seawater $^{87}/^{86}$Sr is a source signal rather than a global increase in radiogenic Sr from weathering (e.g. Edmond 1992). Recent Sr isotope data for ancestral Himalayan river carbonates appear to support this view (Quade et al 1997). Either uplift and/or changing rock distribution on the continents (e.g. Bluth & Kump 1994) could have a major impact on the mean Sr isotopic composition of rivers. For example, the overall trend toward a more radiogenic Sr isotope composition for seawater over the past 150 m.y. or so may be the result not only of decreasing rates of ocean crust formation, but also of the effect of decreasing exposure of young andesitic or basaltic volcanics on the continents—irrespective of global weathering rates.

Another aspect of the Sr isotope problem relates to the residence time of Sr in the ocean. The residence time at present is estimated at 5 m.y. This means that the response of the seawater Sr concentration and isotope ratio to changing inputs is relatively slow; there is little detectable variation at the scale of glacial to interglacial cycles (10$^5$ yrs.) despite the likelihood that there were significant changes in weathering (e.g. Froelich et al 1992). However, Stoll & Schrag (1996) have argued that the residence time of Sr during the Cretaceous and other times of high sea level may have been considerably shorter (e.g. 1 m.y.) because of the possible extraction of Sr into vast tracts of aragonitic shallow-water carbonates. A relatively short residence time would cause the Sr isotope value of seawater to become more responsive, and therefore possibly appear to be responding to a rapid change in weathering inputs when that is not the case. Thus, the many variables in the Sr isotopic mass balance are difficult to constrain, and render speculation regarding weathering rates in the geologic past rather inconclusive.

Because of neodymium's very short residence time in seawater (on the scale of oceanic mixing times or less, e.g. 10$^2$ yrs), neodymium isotopes are not a panacea for the problems inherent with strontium. However, neodymium does have the unique potential to allow recognition of regional differences in rock types undergoing weathering (e.g. Bertrane & Elderfield 1993). Resolution of trends and changes in Nd isotopes through geologic time will require considerable
effort, in order to resolve intrabasinal versus interbasinal events. The osmium isotope ratio also holds promise—not necessarily as a recorder of global weathering signals, but particularly as an indicator of weathering of Re-rich black shales (Ravizza 1993). As always, the best approach to understanding variations in weathering rate would be to use multiple isotopic proxies.

Ge/Si ratios in biosiliceous sediments hold promise for studies of weathering intensity (e.g. Froelich et al 1992, Shemesh et al 1989). As discussed earlier, the Ge/Si ratio in rivers is much lower than that in hydrothermal fluids. Froelich et al (1992) demonstrated that glacial periods were characterized by lower Ge/Si in rivers and lower weathering intensity. Because biogenic opal appears to record seawater Ge/Si with fidelity, this proxy is a reasonable monitor of variations in riverine versus hydrothermal sources. As with Sr, however, incongruent dissolution during weathering could lead to changes in the mean riverine Ge/Si representing weathering. In older, diagenetically altered siliceous sediments, the primary Ge/Si ratio may not be preserved; therefore, one must exert care when using this technique.

More general techniques, such as compiling global accumulation rates of carbonate and/or biogenic siliceous deposits, are rife with problems. Oceanic deep-sea carbonate accumulation and the carbonate compensation depth (CCD) are sensitive to changes in accommodation space for carbonate deposition on shelves (e.g. see quantitative treatment by Kump & Arthur 1997). Likewise, the accumulation of biogenic silica, though a probable indicator of silica supply to the oceans, is not a direct indicator of silicate weathering intensity. For example, Froelich et al (1992) suggest that the silica fluxes from rivers were greater by a factor of two during glacial as compared to interglacial periods, even though the global weathering intensity during glacial periods was lower on the basis of Ge/Si ratios of seawater.

Late Ordovician and Late Permian Events: Weathering Inhibited, Climate Warms

There were apparently times in the Phanerozoic when silicate weathering became inefficient as a carbon sink, and when weathering rate, in general, decreased. The weathering rate decrease then had climatic consequences. For example, Gibbs et al (1997) and Kump et al (1999) suggested that the glaciation that took place at the end of the Late Ordovician (Hirnantian) was initiated by pCO₂ draw-down, which was caused by increased silicate weathering rates associated with increased weatherability of silicate rocks exposed during the Taconic orogeny. Note that this is similar to events proposed for the onset of Neogene glaciation (see below). In this case, glaciation occurred at relatively high pCO₂ (∼10XPAL) compared to present levels, because of the lower solar constant and other factors (Crowley & Baum 1995, Gibbs et al 1997) The glaciation, which lasted perhaps a million years (Marshall et al 1997), was terminated by global warming. Kump et al (1999) suggest that this warming was possibly induced by the buildup of atmospheric carbon dioxide because the areas of exposure of silicate rocks on the continents
were largely covered by glacial ice. Temperate and low-latitude continents were largely covered by limestone deposited during the previous eustatic highstand. Thus weathering became an ineffective sink because, as discussed earlier, weathering of carbonates has no long-term effect on carbon balance. Interestingly, some evidence exists for glacial episodes in the early Silurian as well (Caputo & Crowell 1985). This may suggest that repeated episodes of enhanced silicate weathering and CO$_2$ draw-down occurred as the ice sheets retreated and the climate warmed.

The latest Permian presents a different possibility regarding climate-weathering feedback. The assembly of Pangaea, a large supercontinent, produced considerable areas of continental aridity (e.g. Ziegler et al 1997). Although glaciation characterized the earlier Permian, continental ice had disappeared by the latest Permian. Arthur et al (1998) suggest that the widespread aridity caused a substantial decrease in weathering rate (weathering-limited) and a drastic reduction of alkalinity and nutrient supply to the oceans. This probably caused an alkalinity crisis in the ocean, and may have had other significant impacts on ocean-atmosphere chemistry, including a possible reduction in $p$O$_2$ in the latest Permian (see also Berner & Canfield 1989). The much-reduced weathering rate, as well as decreased organic carbon burial, probably allowed a long-term buildup of volcanic CO$_2$, particularly because of the high rates of outgassing associated with the large Siberian Trap eruptions that occurred in the latest Permian/earliest Triassic (Veevers et al 1992, Renne et al 1995). The net effect of the resulting $p$CO$_2$ increase was probably global warming and a more active hydrologic cycle. This, in turn, may have contributed to higher rates of weathering and an amelioration of the oceanic nutrient and alkalinity crisis.

Late Cenozoic and Late Devonian Events: Weathering Enhanced, Climate Cools

Rates of silicate weathering may have been enhanced in the past as the result of certain processes or events. Two of the more controversial hypotheses regarding enhanced weathering and resulting climatic changes revolve around the effects of large-scale tectonic uplift and the rise of vascular plants. As an example of the first process, we discuss the hypothesis that uplift of the Himalayas-Tibetan Plateau and resulting effects on weathering rate, $p$CO$_2$, and climate brought about late Neogene-Quaternary glaciation (Raymo et al 1988, Ruddiman et al 1997). In the second case, we briefly discuss the rise of vascular plants in the Devonian, which may have caused increased weathering rates and a decrease in $p$CO$_2$ (Berner 1998) and ushered in the Carboniferous-Permian glacial episode.

Raymo et al (1988) presented a hypothesis for climate change in the Neogene. They cite evidence from pelagic oceanic sequences that indicate increasing accumulation rate of deep-sea carbonates and episodic but rapid increase in the strontium isotopic value of seawater through the Neogene, both of which provide argument for increased global weathering rates and delivery of alkalinity to the oceans. Raymo argues that uplift of the Himalaya-Tibetan Plateau (HTP) largely
accounts for the increased weathering rate. The increased global weathering rate is presumed to have drawn down $p$CO$_2$ and thereby caused global cooling. There appears to be a correspondence between stepwise glacial events and timing of accelerated uplift.

However, Kump & Arthur (1997) suggest that the increased rates of weathering demanded by the Raymo hypothesis lead to an imbalance in the carbon cycle and depletion of the exogenic carbon dioxide inventory. They demonstrate, through judicious use of a geochemical cycle model, that the global rates of chemical erosion did not have to increase through the Cenozoic in response to uplift of the HTP and growth of the continental ice caps. Instead, they suggest that the apparent increase in pelagic carbonate accumulation rates and associated deepening of the calcite compensation depth (CCD) were a response to eustatic sea-level fall and the attendant loss of accommodation space for carbonate deposition on tropical shelves. The rise in the $^{87}$Sr/$^{86}$Sr of the oceans was the result of diminishing chemical erosion rates from non-radiogenic (volcanic) source areas and (perhaps) increasing rates from radiogenic source areas.

Nevertheless, the overall climatic cooling through the Cenozoic was most likely the result of a CO$_2$ draw-down caused by increasing chemical erosion rates in the HTP and in areas affected by continental glaciation. Pagani et al (1999) have shown that $p$CO$_2$ was near present levels at the beginning of the Miocene, at least 25 million years ago. Their proxy data for $p$CO$_2$ suggest that the stepwise cooling in the Neogene was not related to a trend of decreasing atmospheric carbon dioxide. Thus, whatever its exact timing, the CO$_2$ drawdown was not the result of globally increased rates of silicate weathering. Instead, increased silicate weathering rates in areas directly impacted by uplift and glaciation led to slight imbalances in the carbon cycle that were quickly offset by reductions in weathering rates elsewhere. The draw-down in $p$CO$_2$ was regulated by the sensitivity to climate change of weathering in the non-impacted regions. Accelerated uplift and erosion of the HTP would lead to a short-term decline in atmospheric $p$CO$_2$, but the attendant change in climate would almost instantaneously diminish weathering rates elsewhere, and the carbon cycle would rapidly re-equilibrate. Kump & Arthur (1997) argued that uplift of the HTP decreased the global average soil thickness and residence time, causing a shift in the average erosion regime from more transport-limited to more weathering-limited, to use the terminology of Stallard & Edmond (1983). As discussed earlier, transport-limited regimes are characterized by thick, cation-depleted soils that yield little in the way of a solute load. Chemical erosion rates in these regions are limited by the rate at which the soil mantle is removed from the landscape, and thus tend to be quite slow. Weathering-limited regimes are characterized by thin, immature soils in which there is considerable contact between soil waters and fresh mineral surfaces. Chemical erosion rates in weathering-limited environments are limited only by the rate of mineral dissolution, and thus tend to be quite high. The trend toward weathering limitation would have been furthered by continental glaciation, which
strips the land surface of soil cover and exposes fresh mineral surfaces to weathering attack.

It could be argued that the rise of vascular plants caused a substantial decrease in the equilibrium of $pCO_2$. This would occur because the effect of root development would be to allow more effective penetration of water into soils as well as to supply organic acids, chelates, and carbon dioxide to deeper levels of the soil horizon—all of which would increase weatherability (e.g. Volk 1987). Various workers have suggested that the rise of vascular land plants led to a reduction in $pCO_2$ as a result of both increased weathering rate and burial of more refractory carbon (e.g. Robinson 1990, Algeo et al 1995, Retallack 1997, Berner 1998). Berner’s (1998) reasoning and quantitative model suggests that weatherability was enhanced about seven-fold while $pCO_2$ dropped precipitously from about 12XPAL to 5XPAL as a result of the spread of vascular plants to upland areas. However, there remains some question regarding the relative roles of weathering rate and carbon burial in reducing $pCO_2$. Schwartzman & Volk (1989) argued that lichens and algae, which may have occupied much of the land surface prior to the rise of vascular plants, may have been effective agents of weathering primarily through production of organic acids and chelates. Undoubtedly, the $pCO_2$ in equilibrium with an unvegetated land surface would have to be high in relation to that in a largely vegetated world. Berner (1998), however, argues that the surface area covered by lichens and algae is significantly smaller than that effectively interfaced with roots of vascular plants and plant litter. He therefore argues that vascular plants have a greater effect on weathering rate, an idea that appears to be supported by comparative studies of modern vegetated and unvegetated environments (see earlier discussion in this article). Nonetheless, vascular plants also reduce rates of soil erosion more effectively than lichens and algae, so the rise of vascular plants in the late Devonian may have led to thicker soil horizons and more widespread transport-limited settings. Although it is clear that global cooling occurred during and after the Late Devonian, it remains to be demonstrated whether this was primarily due to reduction in $pCO_2$ by more effective weathering or to increased rates of organic matter burial. In Berner’s GEOCARB modeling, both factors are responsible for the drop in atmospheric $pCO_2$ (Figure 10). Inversion of the carbon isotope record requires a large increase in organic carbon burial, which Berner & Canfield (1989) ascribe to the establishment of terrestrial vegetation and coals. In GEOCARB there is a simultaneous increase in the biological weatherability factor, together with a decrease in the calculated silicate weathering rate. A point that is often not well appreciated is that the increase in biological enhancement of weathering did not lead to an increase in the silicate weathering rate; in fact, silicate weathering rates in GEOCARB decreased. If no other change had occurred at 350 Ma, the silicate weathering rate would not have changed—if it would have been set by the required balance between volcanic/metamorphic outgassing and imbalances in the organic carbon cycle. As the biological enhancement factor increased, atmospheric $pCO_2$ would have decreased, thus decreasing the climatic enhancement of chemical erosion, but not affecting the weathering
Figure 10  Silicate weathering rates, biological enhancement factors, and atmospheric $p$CO$_2$ (all relative to today) from the GEOCARB standard model of Berner (1991).

rate. For the interval 400 Ma–350 Ma in GEOCARB, weathering rates generally decreased in response to decreasing outgassing rates and increasing organic carbon burial rates.

One should think of biological enhancement in the same way as one thinks of uplift in terms of chemical erosion: they increase weatherability, but not long-term weathering rates. On the short term, excursions in weathering rate are certainly possible; one should note that there is a brief burst of weathering associated with the upturn in biological enhancement at 350 Ma, which is compensated for by an atmospheric $p$CO$_2$ reduction within the time resolution of the model (in this case, 10 m.y.).

Precambrian Solar Flux Compensation and Climate Stability

Weathering rate changes that resulted from changing continental exposure in the early Precambrian may have provided a necessary feedback to maintain climate stability in the face of a 30% lower solar flux. Very high CO$_2$ outgassing rates for the Archean (Zhang & Zindler 1993) would have produced a high Archean $p$CO$_2$ (perhaps 1–10 bars) that offset the much lower solar flux to the Earth at that time and produced rather warm surface temperatures (e.g. Kasting 1993). However, evidence for glaciations at about 2.5–2.3 Ga and again at about 0.8–0.6 Ga probably required substantially lowered $p$CO$_2$ consistent with much-reduced CO$_2$ outgassing and higher rates of carbon recycling to the mantle (Figure 11) for that interval of time. Although the history of continental accretion and
Figure 11  (A) A suggested crustal growth curve (crustal mass) after Taylor & McLennan (1995); (B) a model for carbon dioxide outgassing rate for the past 4.5 Ga (modified from Zhang & Zindler 1993).
evolution of exposed continental area is still hotly debated (e.g. Bowring & Housh 1995, Taylor & McLennan 1995), most workers agree that the continental mass was not in place until about 2.7 Ga. The Archean/Proterozoic boundary (~2.5 Ga) is thus associated with rapid continental growth, which should have resulted in a large increase in the alkalinity flux to the oceans and the beginnings of carbonate burial in the oceans, as the result of increased continental, silicate weathering rates. Both high $p_{CO_2}$ and increasing continental freeboard probably contributed to weathering rate increases. It is not clear when the land surface became colonized by microorganisms on a widespread basis, but it is obvious that weathering in the Precambrian could not have been effective without sufficient exposure of silicate rocks. Thus, the climate history of the period before 2 Ga is consistent with high $p_{CO_2}$ sustained by low areas of exposure of continental silicates prior to the Archean/Proterozoic transition, followed by a draw-down in $p_{CO_2}$ resulting from a ramp-up of continental silicate weathering associated with a period of rapid continental growth. This allowed the growth of carbonate platforms (Grotzinger 1989) and ultimately led to global glaciation.

SUMMARY

This paper has addressed the question of the efficacy of the climate-weathering feedback from a number of perspectives. Laboratory studies have contributed fundamental constraints on the mechanism and kinetics of mineral dissolution. Field studies have focused on the controls of river chemistry, and whether they include climate as a major determinant. Numerical modeling is progressing from globally averaged box models to spatially distributed models that can better address the complicated interdependencies that ultimately determine the climatic response of chemical weathering. Also, the geologic record documents a close coupling between climate and weathering throughout the history of Earth.

Laboratory studies of silicate mineral dissolution are now generating high-quality kinetic data that allow for meaningful comparison between laboratory and field determinations of rates of silicate weathering. Such comparisons show, for example, that the relative rates of dissolution of the various silicate minerals are the same in the laboratory and in the field. However, overall rates can differ by orders of magnitudes, and field rates are generally much lower than laboratory rates. An important factor appears to be the flushing rate of soil porewaters, which, when slow, causes solution chemistry to approach equilibrium with some primary or secondary phases and thus retards mineral dissolution rates. Stream data for the various ions indicate that the runoff threshold is near 1 cm/year, above which dilution, rather than chemical equilibrium, becomes an important determinant of stream chemistry. Other factors include temperature, for which well-constrained activation energies have been obtained in the laboratory but only poorly constrained values have been obtained in the field; solution chemistry, including the
effects of organic and carbonic acid concentration; reactive surface area; and biological activity, the effects of which have not been well quantified.

Much of the controversy concerning the climate-weathering feedback has focused on interpretations of river chemical and hydrological data, and whether they reflect chemical erosion sensitivity to climate. Ge/Si ratios indicate that chemical erosion, on a global average, is limited by the rate of supply of dissolved materials during chemical weathering, rather than by the rate of removal of soil mantle. Chemical erosion rates, in turn, seem to be strongly dependent on the intensity of the hydrological cycle, although evidence for temperature dependence seems to be lurking within the convoluted response of chemical erosion rates to climatic differences.

Numerical models highlight the importance of feedback in the carbon cycle to prevent excessive fluctuation in atmospheric $p$CO$_2$ and climate, and the most likely source of feedback is the climate sensitivity of chemical weathering and erosion, which is linked to atmospheric $p$CO$_2$ via the greenhouse effect. However, none of these models has included the role of reverse-weathering processes—though the calculations of McCauley & DePaolo (1997) suggest that future modeling efforts should include reverse weathering.

The geologic record shows not only that climate change has influenced chemical weathering and erosion, but that changes in chemical weathering and erosion have affected climate. Factors such as continental growth and configuration (continentality), tectonic uplift, biological innovation, and solar luminosity have conspired in the past to cause substantial changes in the weatherability of the continents, leading to climate fluctuations, (including the Cenozoic, Ordovician, and Precambrian glaciations), the warmth of intervals such as the Cretaceous, the cooling trend of the late Paleozoic, and the aridity of the Permo-Triassic. Nevertheless, the planet has remained well within the habitability limits of higher organisms for at least the last few billion years, which suggests the presence of a strong regulatory feedback mechanism much like the climate-weathering feedback.
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